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ABSTRACT OF THE DISSERTATION

Computational Appearance Models for Quantitative

Dermatology

by Parneet Kaur

Dissertation Director: Prof. Kristin Dana

Skin appearance modeling using high-resolution imaging has led to advances in recognition,

rendering and analysis. In dermatology, workforce shortage and long patient wait time has

motivated the need for computational methods to assist the dermatologists. In recent

automated image recognition tasks, deep learning with convolutional neural nets (CNN)

has achieved remarkable results. However in many clinical settings, training data is often

limited and insufficient for CNN training. Furthermore, skin images have subtle differences

and are very different from the typical images used for computer vision tasks. This moti-

vates the need of developing methods that can be used for limited and unique datasets. In

this research, we propose computational models using deep learning approaches for novel

problems in quantitative dermatology.

First, we develop a photo-realistic facial style transfer method (FaceTex), which trans-

fers facial texture from a new style image while preserving most of the original facial
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structure and identity. FaceTex has implications in commercial applications and dermatol-

ogy, such as visualizing the effects of age, sun exposure, or skin treatments (e.g. anti-aging,

acne). We suppress the changes around the meso-structures (eyes, eyebrow, nose, lips and

lower facial contour) by introducing the Facial Prior Regularization that smoothly slows

down the updating. Additionally, we tackle the challenge of preserving facial shape by min-

imizing a Facial Structure Loss, which we define as an identity loss from a pre-trained face

recognition network that implicitly preserves the facial structure. Our results demonstrate

superior texture transfer than state-of-the-art methods because of the ability to maintain

the identity of the original face image.

Second, we develop a computational skin texture model to characterize image-based

patterns from ultraviolet and blue fluorescence multimodal images and link them to distri-

bution of microbes on the skin surface, i.e. the skin microbiome. The intersection of ap-

pearance and microbiome clusters reveals a pattern of microbiome that is predictable with

high accuracy based on skin appearance. We present a new approach, appearance-driven

multiview co-clustering (AMCO), which incorporates both multiview and co-clustering in

order to discover which microbiome parameters are linked to appearance.

Finally, to measure the thickness of skin layers, we develop a hybrid deep learning

method to classify reflectance confocal microscopy images. We also use CNNs to classify the

images and demonstrate that smaller training datasets are insufficient for CNN training and

feature extraction is essential in such cases. We compare our method with a suite of texture

recognition methods for RCM images and show that hybrid deep learning outperforms the

state-of-the-art with a test accuracy of 81.73%. Using a patch-based approach and pre-

trained CNNs for feature extraction, we achieve a peak classification accuracy of 89.87%.

iii



www.manaraa.com

Acknowledgements

Along the journey of this dissertation, I have been helped, encouraged and inspired by

several people. Here, I want to thank everyone who contributed to its development and

completion.

First and foremost, I owe my deepest gratitude to my advisor Prof. Kristin Dana. She

believed in my capabilities and gave me the opportunity to purse my PhD degree. She

has made available her support, time and wisdom in a number of ways throughout this

research. I thank her for her consistent guidance and constructive feedback.

I would also like to express my gratitude to the rest of my thesis committee: Prof.

Emina Soljanin, Prof. Saman Zonouz, Dr. Gabriela Oana Cula and Dr. Michael Isnardi,

for their insightful questions and comments.

I gratefully acknowledge the financial support received from Johnson and Johnson Con-

sumer Products Research and Development. I am thankful to the collaborators from John-

son and Johnson Consumer Products Research and Development. I would especially like

to thank Dr. Gabriela Oana Cula for numerous discussions and valuable feedback. I also

express my gratitude to Dr. Dianne Rossetti, Dr. Kimberly Capone and Dr. Nikoleta

Batchvarova, for their contribution towards clinical design, data acquisition and many

valuable conversations about the microbiology aspect of the data. Special thanks to Dr.

Catherine Mack for her contributions to the reflectance confocal microscopy dataset.

I am very thankful to Google and WomenTechMakers for supporting me with the Google

Anita Borg Memorial Scholarship. I am very honored to be a recipient of this scholarship

iv



www.manaraa.com

and it had a very positive impact on my personal and professional development.

I am grateful to the department of Electrical and Computer Engineering (ECE) for

financially supporting me as a teaching assistant and a fellow. I thank the past and

present administrative staff members of the ECE department for their prompt support

and kindness: John Scafidi, Noraida Martinez, Arletta Hoscilowicz, Christy Lafferty, Tea

Akins, Ora Titus and Steve Orbine.

I am thankful to members of the computer vision lab - Hang Zhang, Eric Wengrowski,

Jia Xue, Thomas Shyr, Matthew Purri and Hansi Liu, for providing a comfortable work

environment and valuable discussions.

I thank Johnson and Johnson Consumer Products Research and Development for

providing multimodal skin images, skin microbiome and reflectance confocal microscopy

dataset. I also thank photographer Martin Scheoller and Art+Commerce for allowing us

to use their photographs for texture transfer.

Finally, I would like to thank my family and friends. I want to thank my parents

and brother their unconditional love and encouragement. Even though they are thousands

of miles away, they were always here whenever I needed them. My parents-in-law have

been very patient and prayed for my success. My dear husband, Jaspreet, has been my

best friend and a great companion. This thesis would not have been possible without

his love, encouragement and help. My daughter, Gurbani, has patiently shared my time

and attention. She has given me daily dose of motivation with her beautiful smile and

lots of hugs. I also thank my friends, Sudha, Manisha, Parul, Sumati and Anvita, for

providing all the moral support and friendship that I needed. Last but not the least, I

thank my VaddeMama (paternal grandmother) and NaniMa (maternal grandmother) for

their blessings.

v



www.manaraa.com

Table of Contents

Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ii

Acknowledgements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iv

List of Tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ix

List of Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . x

1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.1. Skin Anatomy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.2. Skin Microbiome . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.3. Skin disorders, diseases and skin manifestation of internal diseases . . . . . 4

1.4. State of Skin Healthcare and Need for Quantitative Dermatology . . . . . . 5

1.5. Deep Learning in Computer Vision . . . . . . . . . . . . . . . . . . . . . . . 6

1.6. Thesis Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

2. Texture Transfer for Facial Images . . . . . . . . . . . . . . . . . . . . . . . 14

2.1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

2.2. Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

2.2.1. Texture Representation . . . . . . . . . . . . . . . . . . . . . . . . . 19

2.2.2. Facial Semantic Regularization . . . . . . . . . . . . . . . . . . . . . 21

Facial Prior Regularization . . . . . . . . . . . . . . . . . . . . . . . 21

vi



www.manaraa.com

Facial Semantic Structure Loss . . . . . . . . . . . . . . . . . . . . . 22

2.2.3. Identity Preserving Facial Texture Transfer . . . . . . . . . . . . . . 22

Pre-processing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

Loss functions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

2.3. Experimental Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

2.3.1. Facial Style Transfer Benchmark . . . . . . . . . . . . . . . . . . . . 23

2.3.2. Qualitative and Quantitative Comparison . . . . . . . . . . . . . . . 27

2.4. Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

3. Skin Appearance and Skin Microbiome . . . . . . . . . . . . . . . . . . . . 31

3.1. Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

3.2. Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

3.2.1. Multimodal Skin Imaging . . . . . . . . . . . . . . . . . . . . . . . . 42

3.2.2. Computational Appearance Modeling . . . . . . . . . . . . . . . . . 44

3.2.3. Eigenbiome-Model for Skin Microbiome . . . . . . . . . . . . . . . . 48

3.2.4. AMCO framework . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

3.3. Experiments and Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

3.4. Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

4. Classification of Microscopic Skin Images . . . . . . . . . . . . . . . . . . . 66

4.1. Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

4.2. Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

4.2.1. Imaging . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

4.2.2. Hybrid Deep Learning . . . . . . . . . . . . . . . . . . . . . . . . . . 70

4.2.3. Attribute-based approach . . . . . . . . . . . . . . . . . . . . . . . . 72

4.2.4. Convolutional Neural Networks: . . . . . . . . . . . . . . . . . . . . 73

vii



www.manaraa.com

4.3. Experiments and Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

4.4. Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

5. Conclusions and Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . 83

A. LM Filter Bank . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

B. AMCO: FLUO and UV datasets . . . . . . . . . . . . . . . . . . . . . . . . . 86

C. AMCO: animals with attributes dataset . . . . . . . . . . . . . . . . . . . . 88

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90

viii



www.manaraa.com

List of Tables

2.1. Metrics for quantitative evaluation. . . . . . . . . . . . . . . . . . . . . . . . 28

3.1. Multiview clustering algorithms . . . . . . . . . . . . . . . . . . . . . . . . . 40

3.2. Training and test sample size. . . . . . . . . . . . . . . . . . . . . . . . . . . 53

3.3. NNET accuracy with soft weighting. . . . . . . . . . . . . . . . . . . . . . . 53

3.4. Conditional probabilities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

3.5. Normalized Mutual Information (NMI) . . . . . . . . . . . . . . . . . . . . . 62

4.1. Comparison of different approaches for RCM skin image classification. . . . 78

4.2. Comparison of CNN approach for RCM Image Classification . . . . . . . . 79

4.3. Confusion Matrix. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

4.4. Classification accuracy by ignoring mislabeling at the transition regions . . 80

ix



www.manaraa.com

List of Figures

1.1. Computer Vision, Machine Learning and Deep Learning . . . . . . . . . . . 7

1.2. Traditional computer vision pipeline for image classification . . . . . . . . . 8

1.3. Top-5% error for ImageNet . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

1.4. Convolutional Neural Networks . . . . . . . . . . . . . . . . . . . . . . . . . 10

2.1. Artistic style transfer for natural images using CNN . . . . . . . . . . . . . 15

2.2. Artistic style transfer for facial images using CNN . . . . . . . . . . . . . . 16

2.3. Style transfer for facial images . . . . . . . . . . . . . . . . . . . . . . . . . 17

2.4. Identity-preserving Facial Texture Transfer (FaceTex). . . . . . . . . . . . . 18

2.5. FaceTex- Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

2.6. Qualitative Results - texture transfer on different content-style pairs. . . . . 24

2.7. Qualitative Results - texture transfer on different content-style pairs. . . . . 25

2.8. Quantitative evaluation for each content-style pair. . . . . . . . . . . . . . . 28

2.9. Abalation Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

3.1. Appearance Modeling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

3.2. Facial images of a subject captured in different modalities . . . . . . . . . . 33

3.3. AMCO Framework . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

3.4. Appearance-microbiome Dataset . . . . . . . . . . . . . . . . . . . . . . . . 35

3.5. Comparison of multiview clustering, co-clustering, and AMCO. . . . . . . . 39

3.6. Example patches on facial skin. . . . . . . . . . . . . . . . . . . . . . . . . . 42

x



www.manaraa.com

3.7. Training phase: Building texton library . . . . . . . . . . . . . . . . . . . . 44

3.8. Texton library . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

3.9. Texton maps and texton histograms . . . . . . . . . . . . . . . . . . . . . . 45

3.10. Training phase: Building neural network building (NNET) classifier . . . . 46

3.11. Image Labeling Phase . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

3.12. Eigebiome Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

3.13. AMCO framework . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

3.14. Image labeling using NNET classifier . . . . . . . . . . . . . . . . . . . . . . 54

3.15. Clusters in eigenbiome linked to appearance clusters . . . . . . . . . . . . . 55

3.16. NMF for microbiome projection. . . . . . . . . . . . . . . . . . . . . . . . . 57

3.17. Appearance clusters AS
F and AS

U linked to microbiome cluster M2 . . . . . 58

3.18. Conditional probability as a function of redness of dots . . . . . . . . . . . . 59

3.19. AMCO: appearance(XPOL)-microbiome dataset . . . . . . . . . . . . . . . 61

3.20. AMCO: animals with attributes and appearance-microbiome datasets . . . 63

4.1. Skin layers in an RCM image stack . . . . . . . . . . . . . . . . . . . . . . . 67

4.2. Intra-class variation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

4.3. Hybrid Deep Learning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

4.4. Attributes-based approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

4.5. Our CNN Architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

4.6. Example of RCM test stack labeling . . . . . . . . . . . . . . . . . . . . . . 80

4.7. Examples of mislabeled RCM images . . . . . . . . . . . . . . . . . . . . . . 81

A.1. LM Filter Bank . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

B.1. AMCO: appearance(FLUO)-microbiome . . . . . . . . . . . . . . . . . . . . 86

B.2. AMCO: appearance(UV)-microbiome . . . . . . . . . . . . . . . . . . . . . . 87

xi



www.manaraa.com

C.1. Animal with attributes dataset: before AMCO . . . . . . . . . . . . . . . . 88

C.2. Animal with attributes dataset: after AMCO . . . . . . . . . . . . . . . . . 89

xii



www.manaraa.com

1

Chapter 1

Introduction

Skin is the largest organ of the human body. Its multi-layered structure provides a protective

covering to the body, shielding internal body organs and tissues from trauma, ultraviolet

radiation (sun exposure) and harmful bacteria. It also prevents dehydration, regulates

body temperature and synthesizes vitamin-D. Like any other body organ, skin is prone to

disorders and diseases, and requires medical as well as preventive care. To assist dermatolo-

gists and make the skin analysis robust and faster, computational methods using computer

vision and machine learning have been proposed in literature. However, recent methods

of deep learning, which have led to a significant improvements in several computer vision

applications have not been fully explored in the field of dermatology.

In this dissertation, we propose deep learning approaches for three novel problems in der-

matology. First, we use convolutional neural networks based approach for texture transfer

between facial images. This method can be used to visualize the effects of aging, sun expo-

sure or skin treatments. Second, we develop computational skin appearance models from

images captured in different imaging modalities and link them to a biological measurement,

skin microbiome, i.e., the distribution of bacteria on our skin. Finally, we propose hybrid

deep learning and patch-based convolutional neural networks to measure the thickness of

skin layers.

In this chapter, we present the background and motivation of our research by discussing

the necessity of advanced computational methods in quantitative dermatology. The rest

of this chapter is organized as follows: Section 1.1 explains the structure and functionality

of different skin layers. Section 1.2 provides an overview of the skin microbiome, i.e.,

the bacteria present on the surface of our skin. Section 1.3 discusses skin conditions and

diseases, and how changes in skin appearance can be an indication of internal diseases. In
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Section 1.4, we discuss the state of skin healthcare and need to assist the dermatologists

for diagnoses and better understanding of skin using quantitative methods. Section 1.5

presents a brief overview of deep learning and in particular, convolutional neural networks.

Finally, Section 1.6 provides an overview of how we leverage and extend the deep learning

methods for quantitative dermatology in this research.

1.1 Skin Anatomy

Human skin consists of three layers, each performing specific functions [139]. The thickness

of each layer varies for each individual and body parts. The three layers are:

Epidermis: It is the topmost layer of the skin, which provides a protective barrier from

the external environment. It mostly consists of keratinocytes cells, which migrate from the

lower layers of epidermis towards the upper layers and gradually shed. They prevent loss

of moisture, regulate temperature and shield body from pathogens. Melanocytes cells in

epidermis contain melanin, which is also responsible for the skin color. Darker skin has

more amount of melanin than lighter skin. More importantly, melanin filters out ultraviolet

radiation from sunlight and prevents DNA damage. Langerhans cells are antigen-presenting

cells, which are activated during skin infections or cell damage. Merkel cells in lower layers

of epidermis are responsible for sensation of light touch.

Dermis: The uppermost layer of dermis, papillary dermis, is mainly composed of elastic

fibers whereas the lower layer, reticular dermis, contains collagen fibers. Both collagen

and elastic fibers are produced by fibroblast cells and give the skin strength and elasticity.

Dermis also contains nerves, hair follicles, sweat glands, sebaceous glands and blood vessels.

These dermis components vary for different body parts. For example, scalp may have a lot

of hair follicles but palm of hand may have none. Nerve endings in dermis respond to

stimuli. The sebaceous glands secrete sebum (oil), which lubricates the skin. The sweat

gland can either be apocrine glands or eccrine glands. The eccrine glands help to regulate

body temperature when it rises, by secreting a fluid on skin surface that cools the body as

it evaporates. Apocrine glands secrete a milky fluid which gets combined with the bacteria

found on the skin and produce body odor.
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Hypodermis (Subcutaneous Layer): It consists of fatty tissue, which protect the body

from extreme temperature and cushions internal body organs. It also consists of blood

vessels and nerves.

1.2 Skin Microbiome

Human skin hosts a variety of bacteria, viruses, fungi, archaea and small arthropods [49,

96, 114]. Using 16S rRNA gene sequencing, recent research has established the role of skin

microbiota with diseases as well as its significance to maintain a healthy skin [48,65,69,96].

Studies of the skin microbiome show dependence on genetics, environment and behavior

as well as a variation over time [15, 66, 68, 142, 156]. The skin microbiome varies for each

individual and also for location on the body [66]. The studies of infant skin [13] show

a distinct difference in infant microbiome as a function of age, suggesting an evolution

of the microbiome in the early years of development. Contrarily, adult microbiome is

generally stable over time and establishing a healthy stable skin microbiome assists in

resisting transient harmful microbes. A symbiosis of the human immune system and the

skin microbiota has been explored [81].

Interactions between host and microbes as well as microbe-to-microbe interactions have

an impact on skin disorders and diseases such as psoriasis, acne, dermatitis, and rosacea

[142, 198]. Propionibacterium acnes(P. acnes) has long been associated with the presence

of acne. Recent studies of human skin microbiome show that some strains of P. acnes

are associated with acne while others are present in abundance in non-acne skin [48]. An-

other skin disorder, atopic dermatitis (eczema) has been associated with specific bacterial

species called Staphylococcus aureus. By analyzing the skin microbiome obtained during the

treatment of atopic dermatitis patients, topographic and temporal shift in the predominant

bacterial species and the bacterial diversity have been demonstrated [96].

With the advent of fast and cost-effective DNA sequencing technology, modern meth-

ods for characterizing the skin microbiome are genomics-based where skin swabs are se-

quenced for detection of microbial DNA [50, 180]. Currently, swabbing and sequencing is

cost-prohibitive for routine imaging. Prior methods use culture-based characterization of
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microbes that are biased toward “weeds”, the microbes that grow quickly and easily in iso-

lation [96]. However, while many microbes can thrive within a microbial community, only

a few species grow well in isolation.

Study of skin microbiome and its association with specific skin disorders raise possi-

bilities for entirely new directions of skin treatments [65]. Molecular-based methods are

ushering in an age of metagenomics [133,134], where microbial DNA is quantifiable and can

be used for analysis or for engineering therapies. Potential opportunities in drug discovery

can be based on the concept that inflammatory skin disease may be associated with the

disturbance of the skin microbial equilibrium and methods can be engineered to modify or

stabilize the microbiome [163]. Further research in skin microbiome and study of useful and

harmful microorganisms can pave pathway for precision and personalized medicine.

1.3 Skin disorders, diseases and skin manifestation of internal diseases

Skin disorders can be caused by a variety of factors including irritation or clogging of skin,

inflammations, infections and internal diseases. Skin problems or diseases typically result

in lesions of different shapes, sizes, colors and severity on varying skin locations [80]. Acne

is one of the most skin disorder caused by plugging of the hair follicles with oil secreted by

the sebum glands and dead skin cells. The clogged pore becomes infected with bacteria and

results in inflammation. Another inflammatory skin problem, atopic dermatitis (Eczema),

results in dry and itchy skin. Some skin diseases effect certain age groups. For example,

children are susceptible to viral and bacterial skin infections like measles and impetigo.

Viral infection like shingles can be seen in adults, which is caused by the relapsing of the

virus that causes chickenpox. For severe diseases include melanoma and non-melanoma

(basal and squamous cell carcinoma) skin cancers. These skin cancers can be caused by

chronic exposure to sun (ultraviolet light), ionizing radiation and chemical carcinogens

such as arsenic and tobacco [36]. While some of the skin disorders and diseases can be

easily treated or controlled, diseases like skin cancer may require surgery, chemotherapy or

radiation therapy.

The problems and changes in the skin are not limited to skin disorders and may be



www.manaraa.com

5

an indication of underlying internal diseases [10, 80]. For example, any new lesions on the

skin can indicate spread of internal cancer or other diseases to the skin [59]. Addison’s

disease causes hyperpigmentation and is caused by insufficient production of cortisol and

aldosterone hormones [61]. Yellowing of the skin can indicate liver disease. Bronzing of the

skin in a patient with diabetes can be a sign of hereditary hemochromatosis, where defect

in iron metabolism can lead to liver or heart failure [6]. An unusual change in the texture

or thickness of the skin can also indicate an internal problem. Swelling and then hardening

of the skin are early signs of systemic sclerosis- an autoimmune disease [155]. On the other

hand, imbalance in thyroid hormone results in thin skin [160].

Diagnosis of the skin disorders and diseases requires careful inspection by the dermatol-

ogists. Early diagnosis, treatment as well as prevention can improve prognosis and decrease

the effect of these disorders on the patients.

1.4 State of Skin Healthcare and Need for Quantitative Dermatology

The Global Burden of Disease Study in 2013 identified skin diseases as one of the signif-

icant contributor of non-fatal global disease burden [87]. In 2013, the direct health care

cost of skin conditions and diseases was calculated as $75 million [117]. This direct cost

includes the amount paid by the insurance plan and the amount paid by the patient for

deductibles, coinsurance and copayments. This amount was used for diagnosis, evaluation

and management services, skin procedures, skin disease vaccination, prescription medicines

and over the counter products. Additionally, the indirect costs (loss of wages) caused by

interactions with the healthcare were estimated as $11 billion.

Skin conditions and diseases require careful inspection, analysis, evaluation and diagno-

sis by dermatologists. Several studies have reported a shortage of dermatologist workforce

resulting in a long wait time for the patients [18,93,153,154]. In United States, new patients

had to wait for 33 calendar days on an average for an appointment with a dermatologist

in 2007 [93]. The average wait time for dermatologist appointment has only marginally

decreased by 3 days since 2002 [153]. Similar undersupply has been reported for pediatric



www.manaraa.com

6

dermatologists in academic as well as clinical settings [18]. Typically, 71% of the derma-

tologists spend most of their time on medical dermatology whereas 29% spend most of

their time on surgery and cosmetic dermatology [93]. Furthermore, in clinics and hospitals

that do not provide dermatology services, teledermatology can be used to make skin care

accessible [4]. Clearly, there is a need to address the shortage of dermatology experts.

In addition to increasing the pool of dermatologists, several innovative alternatives such

as teledermatology, point-of-care diagnostic tools and task shifting have been suggested

in [165]. In addition to these alternatives, assisting the dermatologists using automated

quantitative evaluation can help to reduce per patient care time. Many dermatologists

manually analyze skin conditions and diseases from skin images, which is time consuming.

Moreover, there can be interobserver and intraobserver differences in diagnoses of same

skin image [77]. Adding a quantitative measure using computational analysis can assist the

dermatologists in decision making. Modern computer vision and machine learning methods

can be used for computer-assisted diagnosis of skin images to ensure that needs of patients

with skin conditions and diseases are met in a timely manner. These methods can also be

used to get a better understanding of skin from images for preventive dermatology [143].

Finally, visual skin analysis can be used as an interface between patients and dermatologists

to better explain the effect of using a certain skin treatment or product.

1.5 Deep Learning in Computer Vision

In artificial intelligence, the fields of computer vision and machine learning (Figure 1.1) have

been integrated to understand and interpret the real world scenes with applications such

as object recognition, tracking, visual surveillance and scene reconstruction. In computer

vision, images are acquired using sensors such as camera, radar, etc. and then computa-

tionally analyzed to sense and understand the surroundings. In machine learning, a set of

rules are learned from the data using computational algorithms as opposed to traditional

programming where set of rules are used to process data faster.

In traditional computer vision, images are processed to represent an image as informative

feature descriptors (Figure 1.2). Many approaches use local image gradient information,
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Figure 1.1: Computer Vision, Machine Learning and Deep Learning.

which extract low-level features such as SIFT [124] and HOG [29]. More structured and

global information is captured by the mid-level features such as bag of features [173] and

spatial pyramids [107]. High-level features utilize image semantics and image content [116,

158]. These feature representations are often referred to as hand-crafted features and are

selected to solve a specific problem based on intuitions for the datasets. For an image

classification task, a traditional classifier such as support vector machines can be trained

using these feature vectors to distinguish between different categories.

Recently, deep learning and in particular, convolutional neural networks have advanced

the performance of several tasks in computer vision like image classification and recogni-

tion [75, 100, 171, 179], object detection [123] and image segmentation [3]. Deep learning

uses several hierarchical layers to learn useful feature representation of data.

Artificial Neural Networks (ANNs) are inspired by biological neurons and were intro-

duced in 1950s. CNNs are an extension of on ANNs for images and were first introduced for

handwritten character recognition in 1998 [108]. Since they required a lot of training data

and training time, they could not be expanded to other computer vision tasks at that time.

After a hiatus of over a decade, CNNs resurfaced in 2012 [100] due to advancements in tech-

nology. First, more data was made available to the research community. Imagenet [157] was

released in 2009 for an image classification challenge, which consists of 1000 object classes,

1.2 million training and 100,000 test images. Secondly, graphical processing units (GPUs)

provided a lot more computing power. Finally, the availability of more data, increased com-

puting power and promising results resulted in more involvement of research community,
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Figure 1.2: Traditional computer vision pipeline for image classification. Hand-
crafted features are extracted to represent images and used for training a typical machine
learning classifier like support vector machines.

which led to breakthroughs in the field of deep learning. Figure 1.3 shows the top-5 error

rate for the test classes of the Imagenet dataset [75, 100, 171, 179]. Top-5 error is the per-

centage of test images whose target (true) label does not match any of the top-5 predicted

labels. In 2010 and 2011, shallow networks with traditional hand-crafted features were used

and resulted in 28.2% and 25.8% top-5 error on Imagenet test set. In 2012, AlexNet [100]

was the first deep network used on ImageNet, which dropped the error to 16.4%(9.4% less

than in 2011). Since then several deeper networks [75, 171, 179] have been proposed and

improved the performance. At the same time, the network depth i.e., the number of layers

in the network have increased from 8 in 2012 to 152 in 2015. The top-5 error on Imagenet

test data also surpassed human performance in 2015.

CNNs are typically used for image classification tasks and trained on a huge training

dataset such as ImageNet. The dataset is labeled i.e., each image has a class label associated

with it. Once the network is trained, the weights of each layer are stored and used during

the forward pass to predict the class of test images. A trained CNN, whose network weights

have been saved, is referred to as a pre-trained network. Since the weights learned using

huge datasets such as ImageNet generalize well, pre-trained CNNs can also be used for

transfer learning. If a new dataset consists of lot of training data, we can initialize the CNN

weights with the pre-trained network (trained on ImageNet) and then re-train the network.

Initializing the weights from pre-trained networks results in faster convergence. If the new
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Figure 1.3: Top-5% error for ImageNet. Deep learning network dropped the error by
9.4% in 2012 [100]. Since then several deeper networks [75, 171, 179] have been proposed
and improved the performance. The network depth i.e., the number of layers in the network
have increased from 8 in 2012 to 152 in 2015.

dataset is small, CNNs can be used to extract feature vectors to train a traditional classifier.

A typical CNN architecture consists of multiple stacks of convolutional layers, rectilinear

linear unit and pooling layer, followed by one or more fully connected layers as shown in

Figure 1.4. The typical layers are:

Convolutional Layer consists of multiple learnable filters (kernels) with a small receptive

field, which extends to the depth of the input. The filter size decides the area of the receptive

field. The entire input is convolved with each of these filters to obtain an activation map.

All activation maps are stacked together as output.

Pooling Layer is used to reduce dimensionality of the feature maps in each layer by

downsampling the data. Some of the commonly use pooling algorithms are max pooling

and average pooling pooling. Max pooling extracts the maximum value while average

pooling takes the mean of all values in each subregion of the feature map.

Rectifier Linear Unit (ReLU) Layer introduces non-linearity in the network by thresh-

olding all the negative values of the gradients to zero when the unit is not active. It leads to

a faster convergence during training [100] as compared to sigmoid activation. Leaky ReLU
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Figure 1.4: Convolutional Neural Networks. A typical CNN architecture consists of
multiple stacks of convolutional layers, rectilinear linear unit and pooling layer, followed
by one or more fully connected layers. Here, C1...C5 represent convolutional, maxpool and
ReLU layers. FC1, FC2 and FC3 are fully connected layers.

allows a small, non-zero gradient instead of making it zero [126]. In Parametric Rectified

Linear Unit (PReLU), the slope in the negative region is parameterized for each neuron and

learnt with rest of the network [74].

Fully Connected Layer allows each node to be connected to all the nodes in the preceding

layer. Since this is a dense layer with a lot of node connections, it increases the parameters.

The final layer has same number of nodes as the number of classes in the training dataset.

This layer typically has softmax loss for predicting a single class for mutually exclusive

classes or sigmoid cross-entropy loss for predicting independent probability values of each

class.

1.6 Thesis Overview

The computational methods in computer vision and machine learning that have led to

advances in quantitative dermatology. However, the recent deep learning methods have not

been fully explored for automated skin image analysis. Developing deep learning methods

usually require a lot of training data, which is not usually available for dermatology studies.

While datasets such as ImageNet can be labeled using online tools (for example, Mechanical

Turks), labeling of skin images requires experts with prior knowledge. The fine-grained,

subtle differences in the skin textures are not common in typical computer vision datasets.

Hence, careful insights are required while developing deep learning methods with small and
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unique datasets. In this research, we propose computational models using deep learning

approaches for three novel problems in quantitative dermatology.

Texture Transfer for Facial Images: Style transfer methods have achieved significant

success in recent years with the use of convolutional neural networks. However, many of

these methods concentrate on artistic style transfer with few constraints on the output image

appearance. We address the challenging problem of transferring face texture from a style

face image to a content face image in a photorealistic manner without changing the identity

of the original content image. This method can be used to visualize the effects of aging, sun

exposure or skin treatments. Our framework for face texture transfer (FaceTex) augments

the prior work of MRF-CNN with a novel facial semantic regularization that incorporates

a face prior regularization smoothly suppressing the changes around facial meso-structures

(e.g eyes, nose and mouth) and a facial structure loss function which implicitly preserves the

facial structure so that face texture can be transferred without changing the original identity.

We demonstrate results on face images and compare our approach with recent state-of-

the-art methods. We evaluate our results qualitatively as well as using two quantitative

measures: landmark error and texture similarity. Our results in Chapter 2 demonstrate

superior texture transfer because of the ability to maintain the identity of the original face

image. These results have been presented in [90].

Skin Appearance and Skin Microbiome: Skin appearance modeling using high resolu-

tion photography has led to advances in recognition, rendering and analysis. Computational

appearance provides an exciting new opportunity for integrating macroscopic imaging and

microscopic biology. Recent studies indicate that skin appearance is dependent on the un-

seen distribution of microbes on the skin surface, i.e. the skin microbiome. There has been

interest in research community to gain better understanding of skin microbiome to use it

for precision and personalized medicine. While modern sequencing methods can be used to

identify microbes, these methods are costly and time-consuming. We develop a computa-

tional skin texture model to characterize image-based patterns and link them to underlying

microbiome clusters. The pattern analysis uses ultraviolet and blue fluorescence multi-

modal skin photography. The intersection of appearance and microbiome clusters reveals

a pattern of microbiome that is predictable with high accuracy based on skin appearance.
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Furthermore, the use of non-negative matrix factorization allows a representation of the mi-

crobiome eigenvector as a physically plausible positive distribution of bacterial components.

Chapter 3 presents the first results in this area of predicting microbiome clusters based on

computational skin texture. These results have been published in [92].

After establishing the link between skin appearance and microbiome, we address the

problem of causative appearance analysis. We address the problem of linking visual ap-

pearance to a secondary or auxiliary set of parameters obtained from a different source.

The underlying and novel goal is to go beyond appearance labeling to discover associations

that reveal how parameters affect appearance. We develop a new approach that leverages

and extends methods of multiview clustering and co-clustering. In multiview clustering,

multiple views of a subject from multiple sources are clustered simultaneously and agree-

ment is made between cluster membership in the spaces. Co-clustering has a different goal,

the discovery of which features are used to create groups, but in a single space. We present

a new approach, appearance-driven multiview co-clustering (AMCO), which incorporates

both multiview and co-clustering in order to discover which secondary space parameters

are linked to appearance. Results are demonstrated on appearance-microbiome and ani-

mals with attributes datasets in Chapter 3.

Classification of Microscopic Skin Images: Reflectance Confocal Microscopy (RCM)

is used for evaluation of human skin disorders and the effects of skin treatments by imag-

ing the skin layers at different depths. Traditionally, clinical experts manually categorize

the images captured into different skin layers. This time-consuming labeling task impedes

the convenient analysis of skin image datasets. In recent automated image recognition

tasks, deep learning with convolutional neural nets (CNN) has achieved remarkable results.

However in many clinical settings, training data is often limited and insufficient for CNN

training. For recognition of RCM skin images, we demonstrate that a CNN trained on a

moderate size dataset leads to low accuracy. We introduce a hybrid deep learning approach

which uses traditional texton-based feature vectors as input to train a deep neural network.

This hybrid method uses fixed filters in the input layer instead of tuned filters, yet supe-

rior performance is achieved. Our dataset consists of 1500 images from 15 RCM stacks



www.manaraa.com

13

belonging to six different categories of skin layers. We show that our hybrid deep learn-

ing approach performs with a test accuracy of 82% compared with 51% for CNN trained

from scratch. It is demonstrated that smaller training datasets are insufficient for CNN

training and feature extraction is essential in such cases. These results have been published

in [91]. Further, using pre-trained CNNs and a patch-based approach, accuracy of 85.53%

is achieved. Furthermore, we highlight the ambiguity in labeling at transition regions and

achieve 89.87% accuracy by allowing mislabeling at the transition regions. We also com-

pare the results with additional proposed methods for RCM image recognition and show

improved accuracy. These results are presented in Chapter 4.

Finally, Chapter 5 discusses the conclusions and future direction of this research.
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Chapter 2

Texture Transfer for Facial Images

2.1 Introduction

Recent work in texture synthesis and style transfer has achieved great success using convolu-

tional neural networks [54,55]. In style transfer techniques, the style-transformed image is

synthesized to maintains contents of the original image while transferring style from another

image. Figure 2.1 shows style-transfered using the deep CNN approach. Note that when

the original content image (Figure 2.1(a)) is style-transferred (Figure 2.1(c)), the shape of

buildings and other structures remains the same whereas color and brush strokes correspond

to the style image (Figure 2.1(b)). Figure 2.2 shows artistic style transfer for facial images.

Despite the success of artistic style transfer, facial style transfer remains challenging

due to the requirement of photo-realism and semantic consistency. Human vision is very

sensitive to facial irregularities and even small distortions can make a face look unrealistic

[137, 172]. Figure 2.3(c) demonstrates that when style transfer using CNN is used with a

style from a facial image (Figure 2.3(b)), the texture level information like wrinkles do not

get transferred in the output image. Similar results are observed when a multiscale style

transfer method in [168] is used (Figure 2.3(d)).

In this work, we address the problem of photo-realistic facial style transfer, which trans-

fers facial texture from a new style image while preserving most of the original facial struc-

ture and identity (Figure 2.4). This is joint work with Hang Zhang [90]. Facial texture

comprises skin texture details like wrinkles, pigmentation and pores, while facial structure

consists of the meso-structures such as eyes, nose, mouth and face shape. Our approach has

important implications in commercial applications and dermatology, such as visualizing the

effects of age, sun exposure, or skin treatments (e.g. anti-aging, acne).
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(a)

(b) (c)

(d) (e)

(f) (g)

Figure 2.1: Artistic style transfer for natural images using CNN. (a) Original
Content Image (xc). [Left] Style Images (xs): (b) Rain Princess by Leonid Afremov, (d)
Udnie by Francis Picabia, (f) The Muse byPablo Picasso. [Right] (c), (e), (g): Style-
transfered image (xt) with contents of image xc and style of image xs. Implemented using
the fast style transfer code by [44] based on [53, 83, 182]. Content/style photos: Martin
Scheoller/Art+Commerce.
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(a) (b) (c)

(d) (e) (f) (g)

Figure 2.2: Artistic style transfer for facial images using CNN. [Top] Style Im-
ages (xs): (a) Rain Princess by Leonid Afremov, (b) Udnie by Francis Picabia, (c) The
Muse byPablo Picasso. [Bottom] (d) Original Content Image (xc), (e), (f), (g): Style-
transfered image (xt) with contents of image xc and style of image xs. Implemented using
the fast style transfer code by [44] based on [53, 83, 182]. Content/style photos: Martin
Scheoller/Art+Commerce.

Style transfer of artistic work is typically approached by synthesizing a style texture

based on the semantic content of the input image [42, 43, 104, 191]. Classic algorithms

match the feature statistics of multi-scale representations [31, 76, 150]. Gatys et al. [53, 55]

first adopted a pre-trained CNN [171] as a statistical feature representation to provide

an explicit representation of image content and style. The output image is generated by

solving an optimization problem which minimizes both content and style differences and

iteratively passes the gradient directly to the image pixels. The advantage of this method is

that an image can be combined with any style image and explicit training is not required.

However, it is slow since the optimization is performed at each iteration. Recent work also

explores real-time style transfer by training feed-forward networks while approximating

the optimization process which outputs the style transferred images directly [83, 115, 182],

However, this requires a separate network to be trained for each style. Many variations

of the above methods have been proposed to improve the perceptual quality of the style-

transfered images. The work in [52] preserves the color of the content image. In [56]
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(a) (b) (c) (d)

Figure 2.3: Style transfer for facial images. (a) Original Content Image (xc). (b)
Style Image (xs). (c) Style-transfered image using CNN methods [44,53,83,182]. (d) Style-
transfered image using multiscale method in [168]. Note that even though contents from
image xc are retained in output images (c) and (d), the texture level information like wrinkles
is not transferred from image xs. Content/style photos: Martin Scheoller/Art+Commerce.

perceptual attributes like spacial context, scale and color are preserved. Style transfer

methods have been extended to multi-style [40, 199] where a single CNN is trained on

multiple styles and allows one or more styles to be applied on a content image.

Shih et al. propose a multiscale method to robustly transfer local statistical information

from style image to content image [168]. Their goal is to automatically stylize an unpro-

cessed headshot photo. The content and the style image are decomposed using Laplacian

pyramids. At each level of the pyramid, energy maps of the Laplacian outputs are computed

to account for local variations. A transfer function is computed from the energy maps and

used to match the energy distribution of the content and style images. This multi-scale

method transfers the local spacial contrast and color distribution from style image to the

content image. As shown in Figure 2.3(d), it does not capture the textural information of

style image.

Despite the rapid growth of artistic style transfer work, photo-realistic facial style trans-

fer remains challenging due to the need of preserving local semantic consistency while trans-

ferring skin texture. The Gram matrix is often used as a gold-standard style representation.

Minimizing the difference of a global representation of Gram matrix does not sufficiently

enforce local semantic consistency at meso-structures such as lower facial contour, eyes and

mouth as shown in Figures 2.6 and 2.7 (last column). A recent method [125] incorporates
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Input 1 (I1) Input 2 (I2) Style:I1, Content:I2 Style:I2, Content:I1

Figure 2.4: Identity-preserving Facial Texture Transfer (FaceTex). The textural de-
tails are transferred from style image to content image while preserving its identity. FaceTex
outperforms existing methods perceptually as well as quantitatively. Column 3 uses input 1
as the style image and input 2 as the content. Column 4 uses input 1 as the content image
and input 2 as the style image. Figures 2.6 and 2.7 shows more examples and comparison
with existing methods. Input photos: Martin Scheoller/Art+Commerce.

the Gram matrix with semantic segmentation and achieves high quality results for photo-

realistic style transfer in scene images. This approach removes distortions in architectural

scenes but is not designed for facial texture transfer and has no mechanism for retaining

facial structure. Our approach is developed with the specific goal of maintaining the content

face identity.

Markov random field (MRF) models have been used widely for representing image tex-

ture [201] by modeling the image statistic at a pixel or patch level and the dependence

between neighbors. Classic texture synthesis methods using MRF [43] [191] provide new

texture instances using an MRF texture model. A recent work called MRF-CNN [115]

leverages the local representation of MRF and the descriptive power of CNN for style trans-

fer. However, this method also transfers meso-structures from the style image. For faces,

this facial structure sourced from the style image leads to an undesirable change in facial
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identity during the texture transfer as in Figures 2.6 and 2.7 (column 3).

As the first contribution of this work, we introduce Facial Semantic Regularization

that consists of a Facial Prior Regularization and Facial Structural Loss for preserving iden-

tity during the texture transfer. Facial identity incorporates facial structure and shapes.

We suppress the changes around the meso-structures by introducing the Facial Prior Reg-

ularization that smoothly slows down the updating. Additionally, we tackle the challenge

of preserving facial shape by minimizing a Facial Structure Loss, which we define as an

identity loss from a pre-trained face recognition network that implicitly preserves the facial

structure.

The second contribution of this work is the development of an algorithm for Identity

Preserving Facial Texture Transfer which we call FaceTex along with a complete benchmark

of facial texture transfer with a novel metric for quantitative evaluation. Our approach

augments the MRF-CNN framework with the Facial Semantic Regularization and faithfully

transfers facial textures and preserves the facial identity. We provide a complete bench-

mark that evaluates style transfer algorithms on facial texture transfer task. Prior methods

typically rely on perceptual evaluation of results, which makes it difficult to quantitatively

compare them. We propose metrics that quantify the facial structure consistency as well

as texture similarity. The experimental results show that the proposed FaceTex outper-

forms the existing approaches for identity-preserving texture transfer perceptually as well

as quantitatively.

2.2 Methods

2.2.1 Texture Representation

We follow prior work of MRF-CNN [115] for texture representation and briefly describe

it for completeness [115]. A pre-trained VGG-19 [171] is used as a descriptive representa-

tion of image statistics, and the feature-maps at layer l for input image x is denoted as

Φl(x). For a given content image xc and a style image xs, the facial texture is transferred

from xs to the output/target image xt by minimizing the difference of local patches. Let

Ψ(Φl(x)) denote the set of the local patches on the featuremaps. For each patch Ψi(Φ
l(xt)),
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Output at multiple iterations:

... .........

Facial Semantic
Structural Loss

Textural Loss

Update Output
Output

Content Facial Prior

Facial Semantic Regularization

Warped FaceStyle

Facial Prior
Regularization VGG-FACE

VGG-19

Figure 2.5: Overview of our method. Facial identity is preserved using Facial Semantic
Regularization which regularizes the update of meso-structures using a facial prior and
facial semantic structural loss. Texture loss regularizes the update of local textures from
the style image. The output image is initialized with the content image and updated at each
iteration by back-propagating the error gradients for the combined losses. Content/style
photos: Martin Scheoller/Art+Commerce.
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the difference with the most similar patch in the style image ΨNN(i)(Φ
l(xs)) (among Ns

patches) is minimized. The distance of the nearest neighbor is defined using normalized

cross-correlation as

NN(i) = argmin
j=1,...Ns

Ψi(Φ
l(xt))Ψj(Φ

l(xs))

|Ψi(Φl(xt))| · |Ψj(Φl(xs))|
. (2.1)

The texture loss is the sum of the difference for all the Nt patches in the generated image

and is given by

`ltex(xt, xs) =

Nt∑
i=1

‖Ψi(Φ
l(xt))−ΨNN(i)(Φ

l(xs))‖2. (2.2)

In contrast to the Gram Matrix that gives global impact to the image, MRF-CNN is good

for preserving local textural structures. However, it also carries the semantic information

from the style image, which violates the goal of preserving facial identity. For this, we

augment the MRF-CNN framework with additional regularizations.

2.2.2 Facial Semantic Regularization

Facial identity consists of meso-structures including eyes, noise, eyebrow, lips and face con-

tour. We tackle the problem of preserving facial identity by suppressing local changes around

these meso-structures and minimizing the identity loss from face recognition network, which

implicitly preserves the semantic facial structure.

Facial Prior Regularization

Inspired by the dropout regularization [175] which randomly drops some units and blocks

the gradient during the optimization, we build a facial prior regularization that smoothly

slows down the updating around the meso-structures. For generating the facial prior mask,

we follow the prior work [162] to generate 66 landmark points and draw contours for meso-

structures. Then we build a landmark mask by applying a Gaussian blur to the facial

contour and normalize the output between 0 and 1, which provides a smooth transition be-

tween meso-structures and rest of the face. For implementation, we build a CNN layer that

performs an identity mapping during the forward pass of the optimization, and scales the
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gradient with an element-wise product with the face prior mask during back-propagation.

Facial Semantic Structure Loss

Deep learning is well known for learning hierarchical representations directly from data.

Instead of manually tackling preservation of facial structure, we minimize the perceptual

difference of a face recognition network to force the output image to be recognized as the

same person depicted in the input/content image. VGG-Face [145] is trained on millions of

faces and has superior discriminative power for face recognition, which captures the facial

meso-structures for identifying the person. Instead of minimizing the final classification

error, we minimize the difference of mid-level feature-maps, because the mid-level features

are already discriminative for preserving facial identity. Let δi(x) denote the feature-maps

at a i-th layer of a pre-trained VGG-Face for input image x. The structure loss is the

L2-distance of the feature-maps and is given by

`face(xt, xc) =

Nl∑
i=1

1

CiHiWi
‖δ(xt)− δ(xc)‖2, (2.3)

where Nl is total number of layers for calculating structure loss, and Ci, Hi and Wi are the

number of channels, height and width of the feature-map, respectively.

2.2.3 Identity Preserving Facial Texture Transfer

Pre-processing

To maintain facial structural consistency and avoid artifacts, we warp the style image to the

facial structure of the content image. First, 66 facial landmark points are generated for the

content and style images using an existing facial landmark detection algorithm [162]. The

style image is then morphed and aligned to the content image [5]. To further align the face

contour we apply sift-flow, which uses dense SIFT feature correspondences for alignment

while preserving spacial discontinuities [120].
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Loss functions

Reconstructing the image from the loss of highly abstracted pre-trained networks makes

the image look unrealistic and noisy. We follow the prior work [83, 115, 199] which uses

total variation regularization (TV loss) to encourage the smoothness of the output image

x, which is given by the squared norm of the gradients:

`TV (x) =
∑
i,j

(
(xi,j+1 − xi,j)2 + (xi+1,j − xi,j)2

)
. (2.4)

We use a weighted combination of texture loss, facial structure loss and TV loss to find the

output estimate x̂t as follows

x̂t = argmin
xt

L∑
l=1

λltex`
l
tex(xt, xs) + λface`face(xt, xc) + λTV `TV (xt), (2.5)

where L is total number of layers for texture loss and λltex, λface and λTV are the balancing

weights for texture loss, facial structure loss and TV loss. The optimization is performed

by manipulating the the content image xc by iteratively updating the image pixels using an

L-BFGS solver.

2.3 Experimental Results

2.3.1 Facial Style Transfer Benchmark

Baseline Approaches. We use the publicly available implementation of Neural Style

transfer for comparison [55, 82]. Gatys et al. [55] generates an output image xt from con-

tent image xc and style image xs by jointly minimizing the content loss and the style loss

iteratively. The content loss is given by the L2-distance of the feature-maps at each convo-

lution layers for the output and the content images. The style loss is the Frobenius norm

of the Gram matrix difference of the feature-maps of output image and the style images at

each layer. The weighted combination of the losses is minimized to obtain the output image
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Style Content MRF-CNN FaceTex (ours) Neural Style

Figure 2.6: Qualitative Results. Our facial texture transfer on different content-style
pairs. FaceTex (our approach, 4th column) preserves the identity of the content image and
also transfers the textural details from the style image. Neural style (last column) preserves
the identity but does not transfer the textural details. MRF-CNN (3rd column) transfers
the textural details but does not preserve the content image identity as well as FaceTex
(compare 3rd and 4th column to content image in 2nd column). Content/style photos:
Martin Scheoller/Art+Commerce.
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Figure 2.7: Qualitative Results. Our facial texture transfer on different content-style
pairs. FaceTex (our approach, 4th column) preserves the identity of the content image and
also transfers the textural details from the style image. Neural style (last column) preserves
the identity but does not transfer the textural details. MRF-CNN (3rd column) transfers
the textural details but does not preserve the content image identity as well as FaceTex
(compare 3rd and 4th column to content image in 2nd column). Content/style photos:
Martin Scheoller/Art+Commerce.
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as

x̂t = argmin
xt

λc||Φ(xt)− Φ(xc)||2 + λs

L∑
l=1

||Gl(xt)− Gl(xs)l||2F + λTV `TV (xt), (2.6)

where Φ(xt) and the Φ(xc) are the feature-maps of output and style images, Gl(xt) and

Gl(xs) are the Gram matrices of the feature-maps of output and style images at layer l; L is

the total number of layers; λc, λs and λTV are the weights for content loss, style loss and TV

loss. In these experiments, we use λc = 5, λs = 100 and λTV = 10−3. We use the L-BFGS

solver for 1000 iterations. VGG-19 [171] pre-trained network is used for computing feature-

maps. Layer relu4 2 is used for content loss while layers relu1 1,relu2 1,relu3 1,relu4 1 and

relu5 1 are used for style loss.

We also compare our work with it MRF-CNN [115]. The output image is generated by

minimizing the patch difference with the style image and preserving the high-level structure

the same as in the content image. The loss function consists texture loss, content loss and

TV losses:

x̂t = argmin
xt

λc||Φ(xt)− Φ(xc)||2 + λls

L∑
l=1

`ltex(xt, xs) + λTV `TV (xt), (2.7)

where `tex(xt, xs) is the texture loss as in Section 2.2.1, λc, λs and λTV are the wights for

content loss, style loss and TV loss. Layers relu3 1 and relu4 1 of VGG-19 are used for

texture loss and layer relu4 2 for content loss. Neural patches of size 3× 3 are used to find

the best matching patch. Three resolutions with 100 iterations each are used.

Implementation Details. We follow the work of MRF-CNN using layers relu3 1 and

relu4 1 of VGG-19 [171] for texture loss. Layer relu4 2 of a pre-trained VGG-Face [145] is

used for facial semantic structure loss. The facial prior mask is generated by connecting

the landmark points using 40 pixel thickness line and applying a Gaussian blurring with

the kernel size of 65 and standard divination of 30. In addition, the background mask

provided in the dataset is also used. We incorporate facial prior regularization to block the

changes of facial prior and background regions. We resize the content and style images to

1, 000 pixels along the long edge. The output image is initialized with the content image
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and the optimization is performed using the L-BFGS solver. We follow Li and Wand [115]

using a multi-resolution process during the generation, the content and style images are

scaled accordingly. We start with 1
4 resolution and scale up by a factor of 2, and perform

200 iterations at each resolution. We use the same resolution for both baselines and our

approach in this experiment.

Metrics for Quantitative Evaluation. We identify two metrics to quantitatively

measure the facial structural inconsistency and texture similarity of the output image xt

with the content image xc and the style image xs .

Landmark Error: Using the methods described in section 2.2.3, we obtain L = 66

landmarks for each facial image. The output image has same facial structure if its landmark

points remain the same as content image. The mean square error of the landmarks between

the two images accounts for the facial structural inconsistency between them. Lower error

indicates identity is preserved. The landmark error between two facial images is given by

the L2 distance of the pixel coordinates for the landmark points.

Texture Correlation: To measure the similarity between the output image and the input

images, we can extract skin patches from the images and use the normalized correlation

coefficient. Higher value of correlation coefficient indicates a better match of facial textures.

Texture similarity of two patches p and q is given by:

S(p, q) =

∑
ij(pij − p̄)(qij − q̄)√∑

i,j(pij − p̄)2
∑

i,j(qi,j − q̄)2
, (2.8)

where pij and qij are the image values at pixel coordinates (i, j) of the patches, p̄ and q̄ are

the average pixel values of patches p and q.

2.3.2 Qualitative and Quantitative Comparison

We use the head portrait dataset provided by Shih et al. [168] for evaluation. Figures 2.6

and 2.7 shows the comparison of the output image generated using FaceTex with Neural

Style and MRF-CNN. We provide additional comparison in the supplementary material.

We observe that Neural Style preserves the facial structure and shape well but fails to

transfer the texture, which demonstrates that the Gram Matrix transfers global styles well
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Figure 2.8: Quantitative evaluation for each content-style pair. (a) Landmark Error.
For FaceTex, E(xt, xc) is small and much closer to Neural Style than MRF indicating that
it preserves identity as in Neural Style approach. (b) Texture similarity. For FaceTex,
S(xt, xs) is high and closer to MRF-CNN, transferring tecture from style image.

but fails to preserve the local finer texture and also makes the image unrealistic. MRF-CNN

transfers local texture very well but it does not preserve the meso-structures which leads

to more significant change the observed facial identity. Our proposed FaceTex approach

generates photo-realistic images and outperforms all the baseline approaches in transferring

facial texture as well as preserving the facial identity.

Neural Style MRF-CNN FaceTex (ours)

E(xt, xc) 22.61 106.17 37.93

E(xt, xs) 369.39 191.47 295.93

S(xt, xc) 0.89 0.70 0.76

S(xt, xs) 0.47 0.68 0.55

Table 2.1: Metrics for quantitative evaluation. The average metric values of the pairs
in Figures 2.6 and 2.7 are reported here. For FaceTex, landmark error between output
and content E(xt, xc) is much lower than MRF-CNN indicating it is better at preserving
identity. Texture similarity between output and style S(xt, xs) is higher in FaceTex than
Neural Style which shows that it is better in transferring texture.

The quantitative comparison matches the conclusion of qualitative observation, and the

results of landmark and texture metrics are listed in Table 2.1. The average values of

different metrics are reported for the content-style pairs in Figures 2.6 and 2.7. E(xt, xc)

and E(xt, xs) are the landmark errors of output image with content and style images,

respectively. E(xt, xc) is very low for Neural Style (22.61) but high for MRF-CNN (106.17)
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indicating that identity is preserved by the Neural Style approach. For FaceTex, E(xt, xc)

is much lower (37.93) than MRF-CNN and preserves the identity. In contrast, higher

value of E(xt, xs) indicates that facial structural similarity is not maintained with the style

image as expected. S(xt, xc) and S(xt, xs) are the texture similarities of output image with

content and style images, respectively. For each content-style pair, we extract three patches

and report their average normalized correlation coefficient as the texture similarity of the

image. These patches are 100 × 100 and in forehead and both cheek regions, localized by

face structure landmarks. For texture transfer, a large value of S(xt, xs) indicates that

texture is successfully transferred to output image from the style image. S(xt, xs) is highest

for MRF-CNN (0.68) and lowest for Neural Style (0.47), whereas for FaceTex similarity lies

between MRF-CNN and Neural Style (0.55).

Figure 2.8(a) and (b) shows the landmark errors and texture similarity for each of the

five content-style pairs in Figures 2.6 and 2.7. Both the error and the similarity measures

for FaceTex (blue dots) lie between Neural Style (red dots) and MRF-CNN (green dots),

and generally much closer to MRF-CNN.

Ablation Experiments. Figure 2.9 exemplifies the necessity of augmenting the

existing methods with multiple regularizations. If only the facial prior regularization is

used, the generated output face still looses identity and has artifacts. Adding the facial

semantic structure further preserves the identity and suppresses some artifacts.

Limitations. Our method achieves superior performance in identity preserving facial

texture transfer and generates photo-realistic images, but still has its limitations. First, our

approach is an optimization-based approach, which takes several minutes generating a new

image, which limits the applications in real-time. This could be potentially addressed in the

future work by combining a feed-forward network and a face alignment network that run in

real-time. Second, the texture modeling using MRF-CNN requires high semantic similarity

between two input images, which may lead to some unappealing artifacts for mismatches.
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Content Style MRFCNN FP Only (ours) FaceTex (ours)

Figure 2.9: Abalation Experiments. The effects of facial prior (FP) regularization and
facial semantic structure loss. Using FP regularization (column 4) preserves better meso-
structure of the faces comparing to MRF-CNN (column 3). Facial semantic loss effectively
preserve the facial structure for identity preserving as shown in the last column. Con-
tent/style photos: Martin Scheoller/Art+Commerce.

2.4 Conclusion

We have presented the method FaceTex for photo-realistic facial style transfer. By aug-

menting prior work of MRF-CNN with a novel regularization consisting of a facial prior

regularization and the facial semantic structure loss, we can transfer texture realistically

while retaining semantic structure so that the identity of the individual remains recogniz-

able. Our results show substantial improvement over the state-of-the-art both in the quality

of the texture transfer and the preservation of the original face structure. Quantitative met-

rics of texture transfer and face structure are also improved using this approach.
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Chapter 3

Skin Appearance and Skin Microbiome

Recent advances in measuring and analyzing the skin microbiome through gene sequencing is

revolutionizing our understanding of skin appearance. With skin microbiome measurements,

causative relationships between microbes and macro-appearance can be explored. However,

gene sequencing is very cost-prohibitive and time-consuming. An exciting opportunity exists

to use photographic imaging and appearance modeling to infer the skin microbiome, i.e. to

effectively “see” the microbiome of a human subject by analyzing skin surface patterns. The

pioneering work of [48] shows that healthy skin may harbor a particular strain of benevolent

bacteria. The appearance of human skin in this study was divided manually into only two

simple classes of good and bad skin appearance. By developing computational models

of skin appearance, we provide a more fine-grained quantitative categorization of human

subjects using multiple classes of appearance. While prior work in microbiomics shows the

association of bacteria with skin appearance [48,69,96], there is no mechanism for automatic

inference of the skin microbiome from images. This association of visual patterns to bio-

patterns on the skin surface is a novel area that has not been explored. Moreover, while

the appearance groups can be verified visually, the groups in high-dimensional microbiome

space are latent groups, which are difficult to be evaluated by a human oracle. We call this

problem of discovering this latent grouping associated with appearance groups as causative

appearance analysis.

In this chapter, an approach that uses multi-modal skin imaging and sparse coding to link

microbiome to skin texture is presented (Figure 3.1). Then the framework of appearance-

driven multiview co-clustering - AMCO is introduced, which is the ongoing work and has a

powerful component of discovery for causative appearance analysis (Figure 3.3).

For computational skin texture, we use a texton-based approach with a neural network
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(a)

Figure 3.1: Appearance Modeling. The computational skin appearance model charac-
terizes multimodal images based on their attributes using a texton-based approach. The
eigenbiome model projects the skin microbiome to a lower dimensional subspace. By iden-
tifying overlapping groups in appearance and microbiome clusters, we show that our skin
appearance model is predictive of the underlying microbiome clusters.

classifier to categorize skin regions based on the distribution of known attributes. The eigen-

biome model projects the skin microbiome to a lower dimensional subspace. Projections of

microbiome using non-negative matrix factorization (NMF) reveal a physically realizable

eigenbiome where the eigenvectors are all positive components and represent particular con-

centrations of microbes. For our experiments, we capture appearance measurements from 48

human subjects with multimodal images: fluorescence excitation with blue-light (FLUO),

fluorescence excitation with ultraviolet radiation (UV), cross polarization (XPOL), parallel

polarization (PPOL) and visible light (VISI) (Figures 3.2 and 3.4). Sequencing of swabs

from the forehead skin of the 48 subjects gives the corresponding skin microbiome. Us-

ing both eigenbiome and skin texton modeling, we have identified overlapping groups in

appearance and microbiome and shown that our skin appearance models are predictive



www.manaraa.com

33

(a) (b) (c)

(d) (e)

Figure 3.2: Facial images of a subject captured in different modalities. (a) Flu-
orescence excitation with blue-light (appears green). (b) Fluorescence excitation with UV
radiation (appears blue). (c) Cross-polarization. (d) Parallel-polarization. (e) Visible light.
Fluorescence excitation captures skin textures not revealed by the visible light. The most
salient attributes are apparent in FLUO and UV images (see Figure 3.6), therefore these
modalities are used for computational skin modeling.
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Figure 3.3: AMCO Framework. Appearance-driven multiview co-clustering (AMCO)
that finds associations between appearance space and a secondary space.

of the underlying microbiome clusters. Therefore, convenient and instantaneous multi-

modal photography may be sufficient for inferring microbial characteristics. This proposed

methodology is the first of its kind to use a computational model of skin macro-appearance

to predict the microbiome clusters.

After establishing the link between skin appearance and microbiome, we can pose and

potentially answer the question, Why do skin surfaces look the way they do? By discovering

the latent grouping associated in the secondary microbiome space with appearance groups,

we can discover potential causative associations.

Two algorithm groups in prior work are useful for discovering this latent grouping.

However, both groups have limitations. First, algorithms for multiview clustering enable

interdependent clustering in two different feature spaces [7, 178, 196]. The term multiview

refers to multiples views of the subject typically in two feature spaces obtained from het-

erogenous sources (e.g. appearance features and manufacturing parameters). Clusters in
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Figure 3.4: Appearance-microbiome Dataset. Partial faces of subjects imaged in flu-
orescence excitation with blue-light (FLUO) modality. Our database contains 48 subjects
with age varying between 25 and 68. The faces of each subject are imaged from left, right
and frontal views under five modalities. Each image is 4032 × 6048 pixels in size. The
forehead regions used in the experiments are from the frontal views. Sequencing of swabs
from the forehead skin of the 48 subjects gives the corresponding skin microbiome.

two spaces are formed simultaneously so that there is an agreement between the grouping

in each space (Figure 3.5(a)). Without multiview clustering, a naive way to deal with two

feature spaces is to cluster independently in each space; but this approach can result in

cluster inconsistency where subjects/objects may be assigned to different clusters in each

space. Consider how this is problematic; if a group of objects have the same appearance

group, these objects should also belong to same process space group. In this manner, the

cluster agreement is an association of the appearance with process parameters. This consis-

tency of group members is fundamental in multiview clustering methods and often appears

as an agreement term in the objective function [70, 166, 188]. Another naive approach is

feature concatenation from different views followed by traditional clustering algorithms like
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k-means. However, since the multiple views are obtained from heterogeneous sources, con-

catenating can result in scaling issues and over-fitting [196]. Often concatenated clustering

results are poor as compared to the clustering results using a single-view feature set [9]. To

effectively combine the information from multiple views, the multiview clustering enforces

agreement between clusters so that similar subjects are assigned to the same cluster in each

space.

The second group of algorithms we leverage is co-clustering. Co-clustering or biclustering

is different from ordinary clustering because it reveals not only the subject groups but also

the feature set which causes the grouping (Figure 3.5(b)). It allows simultaneous clustering

of data points (rows) and features (columns), identifying groups among the subjects and

groups among the features that are associated with that particular subject group. For

instance, if animals are clustered using attributes, one might expect the animals in a cluster

to be elephant, rhino, hippo; but co-clustering would also give a grouping on the features

(in this case attributes) that might consist of grey, large, mammal.

Our new approach for appearance-driven multiview co-clustering (AMCO) groups in

two spaces uses transfer-learning dimensionality reduction that creates a new feature space

amenable to multiview spectral co-clustering (Figure 3.5(c)). This framework is a pioneering

step to discover how the microbiome affects skin appearance by investigating causative links

to microbiome. It can also be utilized in other domains to use appearance-based recognition

to discover or infer new groups in associated non-visual domains. With recent advances in

computer vision, object and texture recognition is quickly becoming a success story. There

are many processes that affect appearance such as weathering, manufacturing, agricultural,

and biological processes. For example, in a manufacturing process the BRDF (appearance)

of paints and pigments can be a function of measurable parameters like humidity, machine

setting, temperature, curing time and operator characteristics. In fiber science, texture of

fabrics (appearance) can be associated with measurable parameters like thickness, friction,

wrinkling, and conductivity. AMCO addresses the problem of causative appearance analysis

to create a bridge from computer vision appearance-based recognition algorithms to other

disciplines that affect and cause fine-grained appearance categories. We demonstrate the

utility of AMCO on skin appearance with microbiome dataset in FLUO, UV and XPOL
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imaging modalities. In addition, we include the results from an image-attribute datasets:

animals with attributes.

The rest of this chapter is organized as follows: section 3.1 provides an overview of the

related work in skin modeling and multiview clustering. In section 3.2, the methods for

multimodal skin imaging, computational appearance modeling, eigenbome modeling and

the AMCO framework are presented. Following this, section 3.3 discusses the results on

appearance-microbiome dataset. Finally, section 3.4 concludes and discusses the future

work of this research.

3.1 Related Work

Human skin is a complex, multi-layered structure, which hosts various microbial communi-

ties. Studies of the skin microbiome [16,68,142] show dependence on genetics, environment

and lifestyle as well as a variation over time. The skin microbiome varies according to the

location on the body and from individual to individual. While the benefits of gut microbes

are well known, knowledge of the skin microbiome is at an early stage [48,69,96].

Prior applications of skin modeling include studies of skin aging [19,105,138], computer-

assisted quantitative dermatology [128,170], and lesion classification [97,130]. Interaction of

skin’s surface and subsurface with light leads to varied skin appearances. Several imaging

techniques have been developed in dermatology for analyzing skin health. These imag-

ing techniques include polarized imaging to enhance surface and subsurface skin features,

and fluorescence imaging to capture features which are not visible [21, 25, 26, 86, 95, 127].

The images captured using different methods are collectively called multimodal images.

Multimodal high-resolution skin imaging captures fine scale features like pores, wrinkles,

pigmentation. Computational methods have been developed to automatically detect skin

conditions like inflammatory acne, erythema and facial sebum distribution from multimodal

images [21,73,86]. However, the skin appearance has not been characterized as a collection

of quantifiable features using these imaging techniques.

Research in psychophysics established that some basic black and white basic image fea-

tures are discriminable from other features by pre-attentive human perception [85]. These
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basic image features are the elements of textual perception and referred to as textons. In

computer vision, textons have been used for texture classification and object recognition.

A classic approach is to use filter responses or the joint distribution of intensity values over

pixel neighborhoods to identify the basic texture elements or textons [22,28,30,113,121,183].

An image can then be represented by a distribution of textons. In [118], a multi-layered

approach based on multilevel PCA and multiscale texon features is applied for face recogni-

tion. The bag-of-features representation of images using local interest features has been used

for object or scene recognition [47,194], image segmentation [89] and image retrieval [200].

Skin exhibits 3D texture and the appearance varies significantly depending on illumination

or viewing direction. Methods have been developed to model skin appearance to account

for this variation [24, 27, 113, 132]. Skin reflectance models have also been developed to

acquire and render human skin [38, 58, 99, 193]. Local appearance has been linked to at-

tributes [2,146,159], pose [131,148,197] and motion [141,187,195]. In this work we develop

an appearance model that can be demonstrably linked to microbiome measurements.

Multiview clustering algorithms combine features from heterogeneous sources to cluster

similar subjects in groups and have applications in image retrieval, bioinformatics and text

mining. We concentrate on the type of multiview datsets that provide distinct object

information from an unrelated source operating in a different space of measurements. We

define this problem as distinct from multimodal or multisensor measurements obtained on

the same or similar image coordinates. For example, RGB/depth, infrared/visible, MRI/CT

are all multimodal examples where complementary information is measured on the same

spatial grid coordinates. In some prior work, the term multiview refers to different feature

sets extracted from the same image. For example, multiview clustering algorithms [8, 101,

102,188] are demonstrated on UCI handwritten dataset, where the Fourier coefficients and

profile correlations are considered as two different views of the data. Similarly, in [9],

SIFT, HOG and GIST feature vectors are extracted from the same image and considered as

different views of the dataset. In some prior work, multiview also means different geometric

viewing or illumination angles, but this is a different context for the term multiview. For

our work, the secondary view has information on the same subjects (or objects) but from

a distinct heterogeneous source. There is no common coordinate frame and no alignment
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Figure 3.5: Comparison of multiview clustering, co-clustering, and AMCO. (a)
Multiview clustering: Clusters in two domains are formed simultaneously so that there is
an agreement between the grouping in each space. (b) Co-clustering: data points (rows)
and features (columns) are clustered simultaneously, grouping together a subset of data
points and features with similar behavior. For example, group C1 with subjects S1 and S4
are associated with features G3, G5, G6, G12. (c) Appearance-driven multiview co-clustering
(AMCO): Proposed methodology to link groups in appearance space A to features in the
secondary space B. For example, groups Ci are obtained by clustering (F1, F2, . . .) in ap-
pearance space A. The cluster labels are transferred to space B and supervise MCML for
subspace projection of features (G1, G2, . . .). Spectral co-clustering in this new space reveals
groups of features associated with clusters Ci such as (P2, P6) to C1.
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multiview spectral co-clustering

MV-joint NMF [122], X
MV-CCA [14,63,166,177], DAKM [84]

MV-kmeans [8], HSF [119]

multipartite graph [33], MV-cot [102], X X
MV-coreg [101], SDAKM [84],
SSVD [112], DiMSC [12]

MV-SSVD [176], AMCO X X X

Table 3.1: Multiview clustering algorithms. Multiview co-clustering has received only
sparse attention in the literature.

can be made since no one-to-one correspondence exist. Examples of such sets include

images/words, images/bio-data and images/attributes.

Spectral methods have been widely used for multiview clustering [32,33] with bipartite

graphs constructed from nodes of both views, edges connect nodes from one view to another.

Affinity matrices of each view are combined to form an affinity matrix for the multiview

bipartite graph to minimize the disagreement between both the views. In multiview co-

training (MV-cot) [101], the spectral embedding from one view is used to modify the graph

structure of the similarity graph in the other view by projecting the similarity vectors along

the first k-eigenvectors of the Laplacian of the similarity matrix. Co-regularized multiview

spectral clustering (MV-coreg) [102] is based on the hypotheses that eigenvectors have high

pairwise similarity across two views. Pairwise co-regularization minimizes the disagreement

between the clustering of two views by minimizing the cost-function obtained using simi-

larity matrices of both views. The joint optimization problem is framed to maximize the

matrix trace in both the views as well as the disagreement between the views. A com-

mon theme in many multiview methods is an agreement term that is maximized as part

of the objective function. Often this agreement term is expressed using regularization or

projection to a common subspace. In centroid-based co-regularization, the eigenvectors for

each view are regularized towards a consensus (common centroid) eigenvector. The mul-

tiview clustering criterion in [122] minimizes the reconstruction error for each view while

simultaneously regularizing each view towards a consensus.
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Canonical correlation analysis (CCA) for multiview clustering [14, 63, 177] projects de-

scriptor variables in both spaces to a lower dimensional subspace in order to maximize cor-

relation. In [84], a Dual Assignment k-Means (DAKM) algorithm is introduced to cluster

videos using human actions and contextual scene information and the mutual information

between two clustering results is maximized. The traditional CCA methods have been

extended by [63] to incorporate a third view comprised of image semantics of key words.

Generalized multiview analysis [166] extends CCA to a supervised framework providing a

joint optimization method for the two views. Related work in cross-modal matching [190]

learns two lower-dimensional projection matrices to map data in both spaces into a common

feature space. Feature selection is done by imposing l21-norm penalties so that discrimina-

tive features from the two spaces are coupled. Our method has similarities to this approach

except that the projection matrix is learned only for the secondary space in order to match

the appearance clusters.

Our approach is different from prior multiview work in that a common subspace for the

two views is not used. Instead a subspace in the secondary space is learned that is tuned to

the clusters in the primary space. The transformation is learned using maximally collapsing

metric learning (MCML) which provides a method to create a new subspace where standard

clustering results in clusters consistent with the primary space. That is, all the subjects in

the secondary space cluster have the same appearance description.

While prior multiview clustering methods have been shown to improve clustering of

data points in multiple views, most do not emphasize grouping of features in each of the

views, i.e. feature selection. Unlike multiview clustering, co-clustering addresses this prob-

lem of feature selection. For example, in document clustering, co-clustering groups similar

documents and also groups words which are linked to a particular document group [35].

Similarly, in movie recommender systems, co-clustering of subjects’ movie preferences re-

veals which users have similar movie preferences and the list of those movie preferences [57].

In bioinformatics, data points are clustered according to their gene expression profiles and

the subset of genes for each category [129] is revealed in co-clustering. Note that these

examples are all single-view co-clustering examples.

We address both problems of spectral co-clustering and multiview analysis. As shown
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in Table 3.1, there are many existing methods in the literature for multiview and spectral

multiview clustering. However, multiview co-clustering has received only sparse attention

in the literature. Co-clustering in multiple views is recently is addressed by [176], which

extends the algorithm of [112] based on sparse singular value decomposition (SSVD). How-

ever, this work is limited to only two classes. Our method provides multivew co-clustering

for multiple classes in an appearance-driven approach.

3.2 Methods

3.2.1 Multimodal Skin Imaging

(a) (b) (c) (d) (e) (f)

(g) (h) (i) (j) (k)

Figure 3.6: Example patches on facial skin. The corresponding attribute labels are as
follows: In FLUO images: (a) smooth, (b) blotchy, (c) fine hair, (d) sparse sebum dots, (e)
dense yellow sebum dots, (f) dense red sebum dots. In UV images: (g) smooth, (h) blotchy,
(i) fine hair, (j) sparse sebum dots, (k) dense sebum dots.

Light reflected from the skin constitutes reflection from the stratum corneum (skin’s

uppermost layer) and light backscattered by the tissues in the dermis which captures skin’s

surface and subsurface features, respectively [151]. Moreover, not all the skin features can

be seen in visible light [95]. Using these characteristics of skin, specialized techniques have

been developed to aid dermatologists to capture the skin attributes in different modalities.

Polarized light and fluorescence imaging can be used to obtain specific skin features and

collectively provide an overall assessment of the skin appearance [95].

Fluorescence excitation with blue light (FLUO) or ultraviolet-A radiation (UV) is used

to excite skin elements like keratin, collagen cross-links and elastin cross-links [73,95]. These
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skin structures result in image features, but not in visible light. Noticeable skin features

include red or yellow dots in FLUO images (Figures 3.6(e) and 3.6(f)) and blotches in UV

images (Figure 3.6(h)). Red dots in FLUO images are due to excitation of porphyrins in the

pores. Porphyrins are known to be produced by bacteria such as Propionibacterium acnes

residing in sebaceous glands. Yellow dots in FLUO images are produced by excitation of

“horn” in pores, which is a mixture of keratinocyte ghosts from the sebaceous glands lining,

sebaceous lipids, sebocyte ghosts and water. In UV images, blotches are observed due to

skin pigmentation, which can be a result of pigmented macules (spots), hyperpigmentation

due to sun-damage or conditions such as melasma, or erythematous macules (flat red le-

sions). Pigmented skin appears as dark patches in UV images as a result of attenuation by

melanin in epidermis or induction of collagen cross-links fluorescence in dermis. Polarized

imaging can be used to enhance either surface or subsurface skin features [79,95]. Polarized

images are obtained by placing two polarizers between the light source and the image-

capturing sensor. When the polarizers are perpendicular to each other, a cross-polarized

image is obtained. In cross-polarized image subsurface features like erythema and lesions

are enhanced while the surface features are suppressed due to minimizing of the surface

reflection. When the polarizers are parallel to each other, surface features like wrinkles

and pores are enhanced. This image is called a parallel-polarized image. Polarized imaging

has been used to characterize skin features like inflammatory acne, erythema and melanin

content [21, 86, 147]. In addition to polarized light and fluorescence imaging, visual image

is captured in visible light and it captures both surface and subsurface features.

Our appearance-microbiome dataset consists of images of 48 subjects with age vary-

ing between 25 and 68. The face of each subject is imaged from left, right and frontal

views under five modalities: ultraviolet (UV), blue fluorescence (FLUO), parallel polariza-

tion (PPOL), cross polarization (XPOL) and visible light (VISI). Each image is 4032 ×

6048 pixels in size. The most salient attributes are apparent in FLUO and UV images

(Figure 3.6), therefore these modalities are used for computational skin modeling. The

forehead regions used in our experiments are from the frontal views. Example images of

these modalities are shown in Figure 3.2.
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Figure 3.7: Training phase:Building texton library. Random sampling of skin images
are filtered using a filter bank with L filters. The filter outputs over 5×5 region are clustered
using k-means clustering into T textons. For our experiments, we use L = 48 and T = 50.

3.2.2 Computational Appearance Modeling

In each imaging modality, there are groups of people with perceptually similar skin appear-

ance attributes. In FLUO and UV modalities, we observe the following five skin attributes:

smooth, blotchy, fine hair, and sparse or dense sebum dots (Figure 3.6). We further cate-

gorize the sebum dots into red or yellow for the FLUO modality. The skin appearance of

subjects can be modeled as a percentage of each of these attributes. This attribute-based ap-

proach includes a training phase to obtain a trained neural network (NNET) classifier [136]

and an image labeling phase to obtain a skin appearance descriptor.

Training phase: We use two components that are typical in computer vision: texton

histograms which is an unsupervised approach, followed by a NNET classifier which is a

supervised learning approach. To obtain a texton library (Figure 3.7), a random sampling

of skin images are filtered using a filter bank with L filters, resulting in each pixel having an

L-dimensional feature vector. Our filter bank is comprised of 48 filters as in [113]. These

filters include 36 first and second order derivative of Gaussain filters (6 orientations, 3

scales each), 8 Laplacian of Gaussain filters and 4 Gaussian filters (Appendix A). The filter

outputs over 5×5 region are clustered using k-means clustering into T clusters or textons.

We empirically choose T=50 for our texton library. Some of the examples belonging to 5

of the 50 clusters are shown in Figure 3.8.
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(a) (b) (c) (d) (e)

Figure 3.8: Example patches grouped together to form the texton library. Similar
5 × 5 patches are grouped together by clustering their filter responses. Example patches
belonging to: (a) Texton 2. (b) Texton 4. (c) Texton 6. (d) Texton 44. (e) Texton 48.

Figure 3.9: Texton maps and texton histograms. [Top Row] Example patches in
FLUO imaging modality. [Middle Row] First texton map. (c) [Last Row] Soft-weighted
texton histogram.
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Figure 3.10: Training phase: Building neural network building (NNET) classifier.
Texton histogram is computed over labeled skin patches of size 101 × 101 and used for
training the NNET classifier.
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Figure 3.11: Image Labeling Phase. The texton histogram of a patch centered at each
pixel of a skin image is labeled with one of the attribute categories using a neural networks
classifier. The histogram of attribute labels of the entire skin image is its skin appearance
descriptor. A texton label characterizes a 5 × 5 region. An attribute label characterizes a
101 × 101 region. The histogram of attribute labels describes a larger region (typical size
1000× 2000)

A neural network classifier for each modality is trained to classify the skin patches

(Figure 3.10). Every patch pixel is assigned the label of its closest texton to obtain a

texton map and a texton histogram is computed over each skin patch of size 101 × 101.

We constrict a soft-weighted texton histogram from the 8 nearest textons corresponding

to each pixel [169]. These modifications deal with the problem of similar filter responses

being assigned to neighboring textons. Figure 3.9 shows some examples of texton maps and

texton histograms. The training set is obtained by manually labeling random skin patches

with one of the attribute labels described in Figure 3.6. The texton histograms from the

labeled skin patches and the patch attribute labels are used for training the neural networks

classifier (NNET).

Image labeling phase: is illustrated in Figure 3.11. The term skin image refers

to the entire extracted forehead region and a histogram of attributes (one attribute per

patch) is used to to describe the skin image. For a skin image (typical size 1000 × 2000),

a patch of size 101 × 101 around each pixel is filtered, labeled with textons and a texton

histogram is obtained. Using the texton histogram as input to the trained NNET classifer,

the patch corresponding to each pixel is labeled with one of the attributes (for example

Figure 3.14). A histogram of attribute labels is then constructed for each skin image,

giving a skin appearance descriptor. We merge the attributes labels sparse sebum dots and

dense sebum dots together to form the attribute sebum dots. In FLUO modality the color of

the dots is an additional attribute that indicates either excitation of porphyrins (red sebum
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dots) or horn (yellow sebum dots). The dots are detected by finding high gradient pixels

that have attribute labels as sebum dots. The mean of the normalized red channel for the

dot pixels is a measure of dot redness.

Skin appearance of a subject is grouped using the percentage of attributes in each

modality. Appearance clusters corresponding to each attribute are defined by specifying a

simple threshold on the attribute percentages. For example, when the percentage of pixels

in UV labeled as sebum dots is high (≥ 50%), that subject is in appearance cluster AD
U . We

define six appearance clusters: AD
F (percentage of sebum dot pixels ≥ 50% and red color

≥ 0.76 in FLUO); AB
F (percentage of blotchy pixels ≥ 50% in FLUO); AS

F (percentage of

smooth pixels ≥ 50% in FLUO); AD
U (percentage of sebum dot pixels ≥ 50% in UV); AB

U

(percentage of blotchy pixels ≥ 50% in UV); AS
U (percentage of smooth pixels ≥ 50% in

UV).

3.2.3 Eigenbiome-Model for Skin Microbiome

Using 16S ribosomal RNA gene sequencing [34, 64, 67], a swab from the forehead of each

subject is profiled to obtain the relative abundance of 724 genera. Relative abundance

of genus is the concentration (percentage) of each of the 289 genus in a subject’s skin

microbiome. Out of 724 genera, 289 genra had non-zero relative abundance of genus for

all the subjects. Subjects with similar microbiome should group together using clustering

techniques. However, clustering in a 289 dimensional space is problematic due to the well-

known problem in machine learning referred to as the curse of dimensionality. By projecting

this high dimensional data to a lower dimensional subspace, we can obtain meaningful

clusters that can be linked to appearance. Additionally, the projection provides a convenient

visualization.

Principal component analysis (PCA) is widely used for dimensionality reduction. PCA

finds an optimal orthogonal basis set for describing the data such that the variance in the

data is maximized. The data can be projected to a lower dimension with eigenvectors which

retain the maximum variance. We refer to the microbiome projected to a lower dimensional

eigenspace as eigenbiome. For the microbiome data, the percentage of variance retained

with each eigenvector is analyzed and it is observed that 92.49% variance is retained by
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(a)

(b)

Figure 3.12: Eigenbiome Model. Microbiome data projected to eigenspace: a lower
dimensional eigenspace using (a) Principal component analysis (PCA). The eigenbiome
vectors for each of the three clusters have both positive and negative components using
PCA. (b) Non-negative matrix factorization (NMF). By employing non-negative matrix
factorization (NMF), the eigenbiome clusters are constrained to have positive components.
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first three eigenvectors. Thus, three dimensional space is sufficient for this microbiome

representation. Clustering of the eigenbiome is done based on proximity to neighbors by a

simple kmeans clustering. The distribution of subjects microbiome in the eigenbiome space

suggests clustering with k = 3, i.e., three distinct groups can be visually discriminated.

Using three groups, we classify all subjects into one of the three microbiome clusters (M1,

M2 or M3) in Figure 3.12(a).

The eigenbiome vectors for each of the three clusters have both positive and negative

components using PCA. However, the negative concentrations of relative abundance of genus

are not physically realizable. If we employ non-negative matrix factorization (NMF) [111],

the eigenbiome clusters are constrained to have positive components (Figure 3.12(b)). This

constraint has a very useful physical interpretation. The vector components are positive so

that they are physically realizable for the relative concentration of genus. Moreover, since

NMF favors a sparse solution, the physical interpretation can be enhanced. Sparsity con-

straints force near zero concentrations to be set to exactly zero. Therefore, the eigenbiome

vectors are realizable concentrations of select microbes. In this sense the three eigenbiome

vectors are distinct microbial communities that contain some microbes, but not others. All

subjects are computationally expressed as a mixture of these three dominant communities.

3.2.4 AMCO framework

The secondary microbiome space is high dimensional and clustering using the raw data

typically results in clusters where the subject membership is not consistent with the ap-

pearance grouping. A metric learning algorithm is used which transforms secondary space to

a lower dimension using the class labels transferred from appearance grouping as illustrated

in Figure 3.5(c) and 3.13.

Our goal is to learn a transformation in the secondary space such that the data points

in the same appearance cluster are near to each other and far from all the data points in

the other clusters. The maximally collapsing metric learning (MCML) algorithm [60] aims

to project all the points in a class to a single point and in this ideal scenario the conditional
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Figure 3.13: Appearance-driven multiview co-clustering (AMCO) framework:
Proposed methodology to link groups in appearance space A to features in the secondary
space B

probability for each data point i over all other points j is given by:

p0(i | j) =


1 ci = cj

0 ci 6= cj

, (3.1)

where ci are the class labels from appearance clustering transferred to the secondary space.

To project the data points in each cluster to a single point, the distance among the

points in the transformed space must be minimized. Consider the Mahalanobis distance

between two points given by:

dAij = (xi − xj)TA(xi − xj), (3.2)

where xi, xj are data points in the secondary space, A is a positive semi-definitive matrix.

Using this distance metric, the conditional probability which approximates Equation 3.1

is given by [60,62]:

pA(j | i) =
e−dAij∑
e−dAij

. (3.3)

For Equations 3.1 and 3.3 to be approximately same, the matrix A can be found by

minimizing the KL divergence of both the distributions:
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minimize
A

∑
i

KL [p0(j | i) | pA(j | i)]

subject to A ∈ PSD.
(3.4)

This optimization problem is convex and can be solved for matrix A using a standard

solver or an iterative approach. Matrix A transforms the raw data to a new metric space.

Further, to project the data to a k-dimensional subspace, A can be decomposed into eigen-

values and eigenvectors and Ak can be constructed from the eigenvectors corresponding to

k highest eigenvalues.

Spectral co-clustering extends spectral clustering that uses the eigenvectors of an affinity

matrix to find clusters. The data points to be clustered based on similarity measure can

be represented as a similarity graph. The data points are the vertices of the graph and any

two vertices are connected by an edge if they are similar. Each edge has a weight associated

with it, which is the measure of similarity between the vertices connected by that edge.

Partitioning the graph based on the weights associated with each edge clusters the similar

data points. In [35], a bipartite graph is used to find co-clusters, i.e., simultaneously cluster

rows (subjects) and columns (features). A bipartite graph is a graph whose vertices can be

divided into two disjoined sets such that the vertices within a set are not connected and the

edges connect a vertex from one set (subjects) to a vertex in another set (features). The

subjects and features are linked to each other using edges.

For a fully-connected graph, the similarity or affinity matrix is computed using Gaussian

kernel as

A = e
−‖xi−xj‖

2

2σ2 (3.5)

where xi ∈ Rd, i = 1...N are the d-dimensional data points. The symmetric normalized

graph Laplacian of the affinity matrix, which has a block diagonal form is computed as:

L = D−0.5AD−0.5 (3.6)

where D is the diagonal matrix with D(i, i) =
∑

iAii.

The normalized graph Laplacian matrix can be obtained by computing the eigenvectors
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of the generalized problem Lu = λDu as in [167] or by normalizing the rows of matrix

U to norm 1 as in [140]. Singular value decomposition of matrix L gives left and right

eigenevectors corresponding to data points and features, respectively. By clustering these

eigenvectors, similar subjects and their corresponding features are grouped in clusters.

3.3 Experiments and Results

To obtain the skin appearance descriptors, a neural network classifier for each modality is

trained to classify the skin patches as explained in Section 3.2.2. Training and test sets were

obtained from different subjects. Each skin patch of size 101 × 101 is manually assigned

to one of the five categories of skin attribute patches: smooth (SM), blotchy (BL), fine

hair (FH), sparse sebum dots(SD) and dense sebum dots (DD). Texton histogram of each

skin patch is used as a feature vector to train the classifier. The number of training and

test samples for each category are listed in Table 3.2. Table 3.3 shows the effect of using

soft weighting on the classifier accuracy. When both the methods are integrated in the

approach, the classifier accuracy improves for both FLUO and UV modalities.

Attribute Training Test

SM 200 200

BL 400 400

FH 200 0

SD 400 400

DD 400 400

Table 3.2: Training and test sample size in each category. SM: smooth; BL: blotchy; FH:
fine hair; SD: sparse dots; DD: dense dots.

FLUO UV
Training Test Training Test

Without Soft Weighting 92.9 89.5 93.1 84.4
With soft weighting 96.5 95.4 96.8 88.5

Table 3.3: NNET accuracy with soft weighting. Note that soft weighting improves test
accuracy for both FLUO and UV datasets.

Using the computational appearance modeling discussed in Section 3.2.2, the forehead

of a subject in each modality is labeled using the trained NNET classifier as illustrated in

Figure 3.14. The histogram of attributes is the skin appearance descriptor. The appearance
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Figure 3.14: Image labeling using NNET classifier. The forehead skin image from the
frontal view of the subject in FLUO modality has been labeled using NNET classifier. Face
is blurred to preserve the privacy of the subject.

clusters defined by specifying thresholds of attributes. The six appearance clusters, three

each for FLUO and UV modalities, are listed in Table 3.4. These appearance clusters are of

interest because our results indicate a clear microbiome association. There were not many

subjects in the dominant fine-hair category, so a connection to the microbiome could not

be made and the category is omitted from Table 3.4.

Using the eigenbiome model in Section 3.2.3 each subject is projected to a three dimen-

sional space using PCA and assigned to one of the three microbiome clusters (M1, M2

or M3). Figures 3.15 shows the overlap of microbiome cluster M1 and appearance cluster

AD
F (high concentration of sebum dots with a red color in FLUO modality) shows that this

appearance cluster is linked to microbiome cluster M1. Using non-negative matrix factor-

ization (NMF) for projecting the microbiome to a lower dimensional space (Figure 3.16), the

eigenbiome clusters are constrained to have positive components so that they are physically

realizable for the relative concentration of genus. The subjects grouped together using the

projected microbiome data by NMF are same as the subjects in groups using PCA.
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Figure 3.15: Clusters in eigenbiome have been linked to appearance clusters.
(Left) Microbiome is projected to a three dimensional space using PCA and three clus-
ters (M1(red),M2(blue),M3(green)) are found using kmeans clustering. The rectangular
markings show the appearance cluster AD

F (high concentration of sebum dots with red color
threshold≥0.76 in FLUO modality). Overlap of microbiome cluster M1 and appearance
cluster AD

F shows that this appearance cluster is linked to microbiome cluster M1. (Right)
Example patches are shown for the subjects that are in the overlap of appearance cluster
AD

F and microbiome cluster M1. The conditional probabilities such as P(M1 | AD
F ) are

given in Table 3.4. As expected P(M1 | AD
F ) is high showing that appearance is predictable

of the microbiome cluster.
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Appearance Cluster A n(A) P(M1 | A) P(M2 | A) P(M3 | A) P(A |M1) P(A |M2) P(A |M3)

AD
F : FLUO modality 14 0.93 0.07 0 0.57 0.06 0

Sebum dot ≥ 50%
Color ≥ 0.76

AB
F : FLUO modality 5 0 0.6 0.4 0 0.18 0.25

Blotchy ≥ 50%
AS

F : FLUO modality 7 0 0.85 0.14 0 0.35 0.13
Smooth ≥ 50%

AD
U : ULVI modality 29 0.66 0.17 0.17 0.83 0.29 0.63

Sebum dot ≥ 50%
AB

U : ULVI modality 12 0.25 0.58 0.17 0.13 0.41 0.25
Blotchy ≥ 50%

AS
U : ULVI modality 6 0 0.83 0.17 0 0.29 0.13

Smooth ≥ 50%

Table 3.4: Conditional probabilities for microbiome clusters M1,M2,M3 and appearance clusters based on the following appearance
attributes: Dots - high concentration of sebum dots pixels with red color above threshold, Blotchy - high concentration of blotchy pixels
and Smooth - high concentration of smooth pixels. Observe that the probability of microbiome M1 conditioned on appearance cluster
AD

F in FLUO modality with a high concentration of sebum dots and redness=0.76 is 0.93, indicating a 93% chance of a subject being in
microbiome cluster M1 given this appearance cluster. Similarly observe that the probability of microbiome M2 given a high concentration
of smooth pixels in FLUO and UV is high (0.85 and 0.83 given AS

F and AS
U , respectively.)
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Figure 3.16: Non-negative matrix factorization (NMF) for microbiome projec-
tion. Using NMF for projecting the microbiome to a lower dimensional space, the eigen-
biome clusters are constrained to have positive components so that they are physically
realizable for the relative concentration of genus. Overlap of microbiome cluster M1 and
appearance cluster AD

F (high concentration of sebum dots with red color threshold≥0.76 in
FLUO modality) shows that this appearance cluster is linked to microbiome cluster M1.

Table 3.4 shows the conditional probability of each of three microbiome clusters con-

ditioned on the individual appearance cluster. High conditional probabilities indicate a

high likelihood of the microbiome cluster when the subject exhibits the particular appear-

ance attribute. Observe that in three distinct cases the conditional probability is high:

1) AD
F : sebum dots with a red color above the indicated threshold in FLUO (predictive of

microbiome cluster M1 with P (M1 | AD
F )=0.93); 2) AS

F : smooth in FLUO (predictive of

microbiome cluster M2 with P (M2 | AS
F )=0.85); and 3) AS

U : smooth in UV (predictive

of microbiome cluster M2 with P (M2 | AS
F )=0.83). For the appearance cluster AD

F ) the

conditional probability increases as redness of dots increases but the number of samples in

the appearance cluster decreases (see Figure 3.18). Our results reveal a strong link between

appearance clusters (captured instantaneously with camera) and microbiome clusters (from

time-consuming sequencing).
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Figure 3.17: Clusters in eigenbiome have been linked to appearance clusters. Mi-
crobiome is projected to a three dimensional space and three clusters (M1,M2,M3) are
found using kmeans clustering. (a) Overlap of the appearance cluster AS

F (high concentra-
tion of smooth pixels in FLUO modality) shows that this appearance cluster is linked to
microbiome cluster M2. (b) Overlap of the appearance cluster AS

U (high concentration of
smooth pixels in UV modality) shows that this appearance cluster is linked to microbiome
cluster M2.
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Figure 3.18: Conditional probability as a function of redness of dots. (a) Condi-
tional probability for linking of microbiome from appearance P (M1 | AD

F ) and appearance
from microbiome P (AD

F | M1) as a function of redness of dots. For varying threshold of
sebum dot redness, appearance cluster AD

F has subjects with high concentration of sebum
dots (≥ 50%) with indicated red color threshold in FLUO. (b) Number of subjects in clus-
ters AD

F and M1 (M1∩AD
F ) as a function of redness of dots. As the threshold increases, the

conditional probability of a subject to be in microbiome cluster M1 given it is in appearance
cluster AD

F increases whereas the number of subjects in appearance cluster AD
F decreases.
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After establishing the link between skin appearance and microbiome, we present the

results for AMCO framework. In addition to the appearance-microbiome datasets in FLUO

and UV imaging modalities, we also include the results for following datasets:

1. Appearance(XPOL)-microbiome dataset consists of 47 subjects. The cheek regions of

the subjects are clustered into 7 classes according to the redness of their skin. The

secondary space is the 365-dimensional cheek microbiome for each subject.

2. Animals with Attributes [106] consists of 50 types of animals with 85 attributes per

category. In our experiments, we manually group the given animals into 12 classes.

All the datasets are binary, with value 1 indicating the presence of an attribute/microbiome

and 0 indicating its absence.

Figure 3.19 shows the data in secondary (microbiome) space for appearance (XPOL)-

microbiome dataset. For visualization, the data are projected to three dimensions using

principal components analysis. Notice that the data points in appearance clusters do not

group together in microbiome space (each color represents an appearance cluster). By

using AMCO, transferring the cluster labels in appearance space to microbiome space and

projecting the data to a lower dimensional metric based subspace, the data points form

meaningful clusters. Similarly, we observe the meaningful clusters in other datasets after

transfer-learning metric based projection as shown in Figure 3.20.
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Figure 3.19: AMCO: appearance(XPOL)-microbiome dataset. [Left] The data in secondary (microbiome) space (projected to
3D for visualization). The appearance clusters in XPOL modality do not group together in secondary space (each color represents an
appearance cluster). [Right] The clusters are visually distinguishable after AMCO. Also see Figure 3.20 and Appendices B and C for
results on appearance(FLUO, UV)-microbiome and animals with attributes datasets.
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We compare the performance of AMCO with clustering performance on raw data as well

as other dimensionality reduction algorithms which do not use labels transfered from appear-

ance clustering. These methods include principal component analysis (PCA), non-negative

matrix factorization (NMF) [110] and classical multidimensional scaling (MDS) [189]. In

addition, we also use large-margin nearest neighbor (LMNN) [192] method by transferring

the appearance cluster labels to secondary domain. Normalized mutual information (NMI)

is used to evaluate the clustering quality of data points between true clustering (from ap-

pearance domain) and obtained clustering (using AMCO). NMI varies between 0 and 1,

with larger value indicating a consistency between the appearance clusters and secondary

space clusters. Table 3.5 shows the mean NMI and standard deviation averaged over 20

experiments. The NMI on animal improves from 0.6896 to 0.9107. For all the three mi-

crobiome datasets (FLUO, UV, XPOL), NMI increases considerably from 0.1551, 0.2097

and 0.1436 to 0.9587, 0.9527 and 0.8373, respectively. The standard deviation for all the

datasets was less than 0.04.

raw PCA NMF MDS LMNN AMCO

Animals with Attributes 0.6896 0.7005 0.6093 0.7022 0.5650 0.9107

Appearance (FLUO) - Microbiome 0.1551 0.1016 0.1184 0.1096 0.0444 0.9587

Appearance (UV) - Microbiome 0.2097 0.0628 0.1263 0.0668 0.1078 0.9527

Appearance (XPOL) - Microbiome 0.1436 0.2274 0.1790 0.2296 0.2158 0.8373

Table 3.5: Normalized Mutual Information (NMI) to evaluate the clustering quality
of data points between true clustering from appearance domain and obtained clustering
using AMCO. Larger values of NMI indicate a consistency between the appearance clusters
and secondary space clusters. Notice the significantly larger NMI values for the AMCO
approach.

In the animals with attributes dataset, when co-clustering on the raw attribute dataset

(not using AMCO), some of the resulting groups are: 1) mole, mouse, hamster, rabbit,

squirrel, skunk (associated features: small, weak, buckteeth, tunnels, hops); 2) rat, weasel,

siamese cat, racoon, dalmatian, collie, persian cat, chihuahua, polar bear, beaver, otter

(associated features: forest, nestspot, forager, scavenger); 3) chimpanzee, giant panda,

gorilla, spider monkey (associated features: fierce, smart, hunter, meat, muscle, meat-teeth,

lean, pads, mountain). Note that this grouping doesnt make sense in terms of its subject

membership. Also, each feature can be associated with only one cluster. After AMCO, we
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Figure 3.20: AMCO: animals with attributes and appearance-microbiome
datasets. [Top row] The data in secondary (attribute/microbiome) space (projected to
3D for visualization). The attributes/appearance clusters in do not group together in sec-
ondary space (each color represents an appearance cluster). [Bottom row] The clusters
are visually distinguishable after transferring the cluster labels to secondary space and
projecting the data to a lower dimensional metric based subspace. (a),(d) animals with at-
tributes dataset. (b),(e) appearance(FLUO)-Microbiome dataset. (c),(f) appearance(UV)-
Microbiome dataset.
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observe the following interesting clusters: 1) mole, mouse, hamster, rabbit, squirrel, skunk,

rat, weasel, otter, beaver 2) spider monkey, gorilla, chimpanzee. 3) persian cat, siamese cat.

4) polar bear, giant panda, grizzly bear.

We include datasets with attributes as a secondary space, because the grouping can be

directly evaluated to determine if the AMCO method in creating more meaningful groups

in the attribute space. However, the true utility of our approach is for finding a latent sec-

ondary space grouping that can only be evaluated by its consistency with the appearance

group. For our skin dataset, we are exploring a yet undiscovered link between appear-

ance and skin microbiome, demonstrating causative appearance analysis. When a group

of microbiome features is associated with a particular appearance group, that microbiome

community may be a potential cause of the appearance [92]. This relationship between

appearance and microbiome was first explored in [48] but with a rudimentary “good”,

“bad” description of skin appearance. This microbiome/appearance association represents

an important example of a new frontier in computer vision where visual modeling drives

discovery of how appearance depends on biological, manufacturing, weather, agricultural or

other process spaces.

3.4 Conclusions

In this chapter, we present an attribute-based appearance model using texton-analysis of

blue fluorescence and ultraviolet imaging modalities. Using 48 subjects, we link appearance

to the eigenbiome, the low dimensional representation of a subject’s skin microbiome. The

eigenbiome model using non-negative matrix factorization represents physically realizable

concentrations of microbes. The intersection of the appearance and eigenbiome clusters

reveals three interesting cases where the probability of a subject belonging to a microbiome

cluster conditioned on appearance is high. The sequencing of microbiome takes several days

but computational appearance is obtained in seconds. The established link to microbiome

clusters provides biological information with photographic imaging.

Further, we demonstrate appearance-driven multiview co-clustering framework that ex-

tracts potentially causative clusters by tuning the secondary space so that the grouping
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matches appearance grouping. We demonstrate results on an appearance-microbiome data

set where the latent grouping in microbiome space is revealed and associated with appear-

ance. Additionally, we demonstrate results on animal-attribute dataset where the grouping

can be easily checked to verify the results.
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Chapter 4

Classification of Microscopic Skin Images

Reflectance Confocal Microscopy (RCM) is a non-invasive technology that is used to diag-

nose and study skin cancer, skin aging, pigmentation disorders and skin barrier function

by measuring thickness of different skin layers [78, 181]. The effect of skin treatments that

modify the proliferation processes within the skin can also be measured through thickness

changes. RCM images individual skin layers at different depths by the optical sectioning

property of the composite lenses and apertures. A laser is used as the monochromatic light

source and tissue penetration is wavelength dependent. As the wavelength increases, the

penetration depth also increases; however, higher wavelengths result in tissue damage. A

typical penetration depth is 200-250 µm for a wavelength of 800-1024 nm [161]. The light

passes through a beam splitter, a focusing lens and is focused on a small tissue spot of

skin (few microns) [11]. Each skin layer has different cellular structures causing variation in

light reflection, refraction, absorption and transmission. The reflected light passes through

an objective lens, a pinhole filter and is imaged at the photo-detector. Captured images of

each skin layer have an observable image texture that is unique for each skin layer as shown

in Figure 4.1.

RCM captures the cellular details at a spatial resolution that is comparable to histopathol-

ogy, which is an invasive, painful and time consuming procedure. Using RCM, a series of

images are acquired at the same position, from epidermis through upper dermis and are

collectively called a stack. The epidermis is divided into four sub-layers: stratum corneum

(SC), stratum granulosum (SG), stratum spinosum (SS) and stratum basale (SB) ((Fig-

ure 4.1(b)-(e)). Portions of papillary dermis are also imaged (Figure 4.1(f)). In addition,

certain images are categorized as outside the dermis (OD) (Figure 4.1(a)).

Traditionally, these high resolution stack images are labeled based on visual observation
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(a) (b) (c)

(d) (e) (f)

Figure 4.1: Skin layers in an RCM image stack. (a) Outside epidermis (OE). (b) stra-
tum corneum (SC). (c) stratum granulosum (SG). (d) stratum spinosum (SS). (e) stratum
basale (SB). (f) portions of the papillary dermis (PD).

by clinical experts. This manual labeling requires significant time and also results in label-

ing variability depending on the expertise of the clinical grader. We propose an automated

method based on detecting skin features and training a mutilayer neural network. Our

method is a hybrid of classic methods in texture recognition called texton-based recogni-

tion and recent methods of deep learning. Our results indicate that this hybrid approach

gives higher recognition rates than CNN deep learning methods and other recent texture

recognition methods. Moreover, in situations where moderate size image sets are available

(thousands as opposed to millions) the results are significantly better (higher accuracy) and

faster than the competing approaches.

A key component in CNN research is the ability to obtain optimal filters with auto-

matically derived features. However, the lowest level of these networks look very similar to

traditional filter banks. The CNN methods were developed for the task of general image
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Figure 4.2: Intra-class variation. Images of the same class from different RCM stacks
have similar texture but the overall structure can change significantly and therefore the
recognition problem is quite challenging.

recognition [88,100]. For RCM labeling, the task is texture recognition where the number of

classes is small and the image variation is subtle. Texture recognition methods have tradi-

tionally relied on multiscale, multi-orientation, gradient-like features called textons that are

paralleled in the human visual system [20,22,23,113,164,184]. Texton-based features have

the advantage that they are computed from fixed weight filters and need not be trained.

More recently texture recognition has been addressed using deep learning and CNN [17]. We

develop a hybrid approach that uses texton-based features as input to train a deep neural

network in order to gain the advantages of both traditional and recent texture recognition

frameworks.

Our dataset comprises of 1500 skin images from 15 RCM stacks, each image belongs to

one of the skin layers as shown in Figure 4.1 where labels were obtained by clinical skin

experts. Figure 4.2 shows images of the same class but from different RCM stacks (one

stack corresponds to the images obtained by varying the depth through one skin sample).

Notice that the texture within each class is similar, but the overall structure can change

significantly and therefore the recognition problem is quite challenging.

We demonstrate that our hybrid deep learning approach performs with a test accuracy

of 81.73%. In most stacks, mislabeling is observed between adjoining layers as the images

transition from one skin layer to another. These transitions may be ambiguous during

manual labeling as well.
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4.1 Related Work

Computational analysis of RCM skin images has been used for automatic detection of tu-

mors [94], detecting malignant features for superficial spreading melanoma [51] and skin ag-

ing assessment [152]. Texture of RCM images has also been analyzed to identify melanocytic

skin lessions at dermal-epidermal junction [98] using Speeded Up Robust Features (SURF)

to capture the texture of localized features and use Support Vector Machine (SVM) classifier

to distinguish between them.

Automated methods to categorize RCM stack images into skin layers has been recently

proposed in [71,72,103,174]. Delineation of dermal-epidermal junction is presented in [103]

but is limited to categorizing dermis and epidermis skin layers based on the difference in

their contrast. The sub-layers in epidermis are not identified. To categorize each image

in the RCM stack as one of the skin layers, a fully unsupervised texton-based approach is

presented in [174]. A texton library is created by using a filter bank and then projecting

the filter response to a lower dimensional subspace using principal component analysis. The

texton histogram of images are projected to a lower dimensional subspace and clustered into

five skin layers using k-means clustering results. A high correlation is reported between the

ground truth and obtained labels. However, only three stacks are used in these experiments

for evaluation.

Bag-of-features representation of images has been used in computer vision for tasks

such as object or scene recognition [47, 194]. Local interest features of iconic patches are

used to build a dictionary and each image is represented by frequency of each visual word

in the dictionary. In [71], the authors apply a bag-of-features approach and use logistic

regression classifier. A representative dictionary is built by combining hierarchical and

k-means clustering for normalized 7 × 7 patches. In [72], conditional random fields are

followed by structured SVM as a classifier instead of logistic regression and shows improved

performance. For our approach, we instead use a deep-learning framework that is generally

more powerful in discrimination when compared to the SVM classifier. We also empirically

demonstrate that the filter-based texton histogram is a better feature to classify RCM skin

images compared to patch-based features.
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Perceptual attributes have been used in describable texture database where each image is

assigned several attributes based on perception, inspired by the human vision [17]. In [92]

perceptual attributes are used to categorize macroscopic skin textures. We extend this

method by using the attribute histograms to train another classifier which can be used to

label RCM images. However, we observe that even though this approach provides pixel level

attribute labels, the test image accuracy using attribute histograms for training a neural

network on the RCM data is relatively low (74.94%). Further details about this method

are given in Secion 4.2.3.

Convolutional Neural Networks (CNNs) have been used successfully for several computer

vision tasks such as image classification, video analysis and object recognition [17, 39, 88].

CNNs learn a hierarchy of features for classification automatically from a large set of input

images (in millions). We demonstrate that a CNN trained on a moderate size dataset results

in low test accuracy. The CNN architecture we use is presented in Section 4.2.4. In RCM

skin images, the differences in the textures of various categories are very subtle (Figures 4.1)

and the datasets are relatively small, which makes skin classification a challenging problem.

4.2 Methods

4.2.1 Imaging

The acquisition of RCM stacks is done using a Vivascope 1500 (Lucid Technologies, Rochester,

NY, USA) using 785 nm laser illumination. The image stack was collected up to the depth

of 100µm, at a step size of 1µm. The dimensions of the images are 1000×1000 pixels.We col-

lected a dataset consists of 15 stacks, with 100 images in each stack. Each image is labeled

by a human dermatology expert as one of the following skin layer category as illustrated in

Figure 4.1: Outside epidermis (OE), stratum corneum (SC), stratum granulosum (SG), (d)

stratum spinosum (SS), (e) stratum basale (SB), (f) portions of the papillary dermis (PD).

4.2.2 Hybrid Deep Learning

Our hybrid deep learning approach combines the unsupervised texton-based approach with

supervised deep neural networks. It consists of the following layers as shown in Figure 4.3:
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Figure 4.3: Hybrid Deep Learning. Texton-based feature vectors are obtained by using
a pre-built texton library. Patches (5 × 5) centered at each pixel of the RCM image are
labeled with 8 closest textons in the texton library. These texton labels are pooled to
obtain a texton histogram which is used as input to train a deep neural network with
multiple layers.

1. Convolution layer: We use a fixed-weight filter bank with 48 filters. These filters

include 36 first and second order derivative of Gaussain filters (6 orientations, 3 scales

each), 8 Laplacian of Gaussain filters and 4 Gaussian filters ( [113]). Each pixel is

filtered over a 5× 5 region and represented by a 48-dimensional vector.

2. Texton labeling with Max-8 Pooling: Patches (5× 5) centered at each pixel of the skin

image are labeled using a pre-built texton library. The texton library is obtained by

clustering the 48-dimensional filter outputs of a random sampling of skin images over

5×5 region into T clusters. For our experiments we use k-means clustering with T = 50

clusters. The texton library needs to be built only once. Using the texton library,

48-dimensional filtered output of each pixel is mapped to its 8 closest textons from

the texton library. Each pixel is associated with 8 nearest cluster centers resulting in

8 texton maps for each RCM image. We associate each pixel to 8 clusters instead of 1

so that the effect of the similar filter responses being assigned to neighboring textons

is nullified in next layers [169].

3. Histogram Pooling: The textons labels from the 8 texton maps are pooled together by

weighing them their distance. For each pixel, p, the histogram bin h corresponding
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to its texton labels is updated as:

h(t) = h(t) +

[
1− d(i)∑8

i=1 d(i)

]
, (4.1)

where d(i) is the distance of the ith closest texton to the filtered output at pixel p, t is

the ith closest centroid in the texton library for the filtered output at pixel p. Texton

labels corresponding to dark pixels are ignored and improve the classifier performance.

4. Deep Neural Network: We use a feed-forward deep neural network, which consists of an

input layer, two hidden layers and an output layer [135]. The input and output layers

have 50 and 6 neurons, respectively. The two hidden layers have 40 and 10 neurons,

respectively. Tan-sigmoid function is used for activation of the neurons. The network

parameters were tuned empirically using the training data. Adding more hidden layers

or neurons in each hidden layer does not improve the performance for this dataset.

An advantage of using the deep neural network is that it returns probability estimates

for all the class instead of a single class label, which can also be easily converted to

class labels using a linear transfer function at the output layer. The texton histogram

of training data is used to train the network, which can then be used to categorize

the test skin images into skin layers.

4.2.3 Attribute-based approach

Perceptual attributes are used in [92] to classify macroscopic skin textures. Figure 4.4(a)

shows exemplars of typical visual appearance in RCM skin images. Patches of size 150×150

are randomly sampled from the training images and used to create a labeled attribute

dataset of 40000 training and 20000 test samples. Texton histograms of each attribute

patch are used to train a neural network classifier. The trained attribute classifier performs

with an accuracy of 97.2% on the test set. For test RCM images, a patch centered at each

pixel of the RCM image can be labeled as one these perceptual attributes as shown in Fig-

ure 4.4(c). Integral histograms are used for computational speed of the input feature vectors

corresponding to each pixel [149, 185]. We extend this method by using the histograms of
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(a)

(b) (c)

Figure 4.4: Attributes-based approach. (a) Perceptual Attributes. Exemplars of typical
visual appearance (150 × 150 patches) in RCM skin images. (b) Input RCM skin image.
(c) A patch centered at each pixel is labeled as one of the perceptual attributes.

the attributes labeled RCM image to train another neural network with an input layer, a

hidden layers and an output layer with 6, 20 and 6 neurons, respectively.

4.2.4 Convolutional Neural Networks:

A convolutional neural network (CNN) typically consists of multiple convolutional, pooling

and rectilinear linear units followed by a fully connected layer [100]. Our CNN architecture

as shown in Figure 4.5 consists of following layers: The input RCM images are resized to

250 × 250 and given as input to the first convolutional layer which consists of 48 kernels

of size 11 × 11 × 1 with a stride of 1 pixel. The filter output is followed by a max-pooling

layer with stride of 4 pixels. The second convolutional layer takes the pooled output of first
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Figure 4.5: Our CNN Architecture consists of four convolutional layers with kernels of
sizes 11, 13, 5 and 3. Each convolutional layer is followed by a max-pooling layer. The last
layer of the network is a fully-connected layer with 512 neurons which gives output labels
of the test image.

layer as input and filters it with 100 kernels of size 13× 13. The third convolutional layers

is connected to the pooled output of the previous layer with 512 kernels of size 5× 5. The

fourth convolutional layer has filter size 3× 3. Finally, the fully-connected layers have 512

neurons each with 6 output neurons. We tried different variations of the CNN layers but

they resulted in similar performance on the test data.

Since the RCM images dataset is limited, it results in over fitting of the CNN during the

training phase and hence poor accuracy during the test phase. To overcome the problem

of over-fitting, a network trained on a larger dataset such as Imagenet [157] can be use for

transfer learning as opposed to training a new CNN from scratch. ImageNet is a dataset

of natural images with 1000 classes and millions of images per class. It has been used to

train several CNN architectures such as AlexNet [100], VGG-19 [171], GoogLeNet [179] and

ResNet [75]. The networks learn rich feature representations from a variety of images. The

authors of these architectures have made available the weights of the pre-trained CNNs. If a

dataset has the same classes as ImageNet, then the network weights of the pre-trained CNNs

on ImageNet can be used directly to predict the class of the images from the new dataset.

If a dataset has very different classes from ImageNet, the pre-trained network weights can

be used to extract the features vectors for each image. After extracting features from all

the training images, a classifier like Support Vectors Machine or Deep Neural Network can

be used to classify the images.

In our experiments, we use four different pre-trained networks which have been trained



www.manaraa.com

75

on the ImageNet dataset:

1. AlexNet [100] reintroduced the CNNs in computer vision by winning the 2012

ILSVRC (ImageNet Large-Scale Visual Recognition Challenge) competition with an

error rate of 15.4%. It consists of 5 convolutional and 3 fully connected layers. This

architecture uses Rectifier Linear Unit (ReLU) layer for non-linearity functions instead

of the traditional tanh layer used in neural networks. It also uses data augmentation

to make the architecture robust to scale, size and orientation. Furthermore, dropout

layer is used to avoid over-fitting.

2. VGG-19 [171] reduced the error rate to 7.3% for the ILSVRC competition in 2014.

It is a 19 layer deep convolution network which uses smaller filter sizes (3× 3) for the

convolution layers, hence increasing the depth and parameters of the network. It has

been shown to perform better than AlexNet on ImageNet dataset.

3. GoogLeNet [179] is a deep convolution architecture which uses the concept of in-

ception modules. It dropped the error rate to 6.7% for the ILSVRC competition in

2015. In AlexNet or VGG19, at each layer of the CNN we have to choose a filter size

(for example 3× 3, 5× 5, 11× 11 etc.). Its inception module allows convolution with

multiple filters of different filter sizes at each layer. The filter outputs of multiple

filter convolutions in each stage are concatenated. The network is designed such that

the the number of parameters is small even though the complexity and computations

have increased. Interestingly, the number of parameters is smaller than Alexnet by a

factor of over 10x. The inception module performs better than a single convolution

layer since it extracts multi-level features at the same time in each layer.

4. ResNet [75] (Deep Residual Network) is a 152 layer architecture which dropped the

error rate to 3.6% for ILSVRC 2015. As the network depth is increased, gradient

diminishes slightly during back propagation as it passes through each network layer.

To overcome this problem of vanishing gradients, ResNet allows the gradient to pass

backwards directly by skipping over all the intermediate layers such that it reaches

the bottom layer without being diminished.
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We use the pre-trained CNNs to extract feature vectors in two ways: globally and locally.

In the global method, we resize each RCM image of size 1000×1000 to the input size of the

pre-trained network (227 × 227 or 224 × 224). The last layer of the CNN is removed and

an image can be passed through the rest of the network. For example, in VGG-19 model

the last layer (1000-dimensional) can be removed and the fully connected layer (fc2) results

in a 4096-dimesnional feature vector representation of an input image. Feature vectors of

RCM images are used to train a deep neural network to classify the RCM images. For a

test RCM image, the entire image is passed through the network which predicts the output

class label. Since the image is resized, some texture information is lost which is reflected in

the performance of the network.

To overcome the problem of information loss in resized images, we use a local patch-

based method. During training phase, multiple random patches are extracted from the

training images RCM image and each patch is assigned the same label as the image label.

Patch size is same as that of the input layer of the pre-trained CNN. Feature vectors of

these labeled patches are used to train a deep neural network. For a test RCM images, 50

random patches are extracted and each of it is passed through the network which predicts

the output class label of each patch. The class label with maximum votes from all the 50

patch labels becomes the predicted test image label.
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4.3 Experiments and Results

To evaluate the performance of algorithms for RCM skin classification, we perform k-fold

cross-validation with k = 5 on our dataset. For each iteration, the training consists of 12

RCM stacks and the classifier is tested on three RCM stacks. Each RCM stack consists

of 100 images. The ground truth for each image is obtained through manual labeling by

a clinical expert. Each image is classified as one of the six skin layers (Figure 4.1). The

following performance metrics are computed in each fold using the confusion matrix for

the test sets: accuracy, sensitivity, specificity, precision and f-score [46]. Table 4.1 lists the

average performance over five folds. Our proposed hybrid deep learning method outperforms

other methods. Using the hybrid deep learning approach in Section 4.2.2, average accuracy

on test sets is 0.8173 (or 81.73%). If we replace the multi-layer neural network by SVM

classifier, the accuracy reduces to 0.75.

The perceptual attribute based approach described in Section 4.2.3 gives pixel level at-

tribute labels. An example of a test image labeled with perceptual attributes is shown in

Figure 4.4. The histogram of attribute labels given as a feature to a multi-layer neural

network results in an accuracy of 0.7120. The CNN architecture proposed in Section 4.2.4

performs poorly with average test accuracy of 0.5147. We designed the architecture empiri-

cally and tried variations of different layers and kernel sizes. The network was implemented

in MATLAB using MatConvNet library [135,186]. The CNNs learn the kernel weights au-

tomatically from the labeled training data. Since our datasets is moderate size, it may be

difficult for the network to converge and learn the correct filter weights. Further, the higher

layers of CNN also learn complex features apart from the texture such as external contour

shape, which is not useful for skin texture classification of RCM images.

We also compare our method to the unsupervised texton based approach in [174] which

gives an accuracy of 0.5395%. The patch based bag-of-features approach proposed in [72]

followed by a SVM classifier and deep neural network give an accuracy of 0.5413 and 0.7993,

respectively. In addition to accuracy, the hybrid deep learning method also results in the

best sensitivity, specificity, precision and f-score among all the methods.



www.manaraa.com

78

Table 4.1: Comparison of different approaches for RCM skin image classification. Our proposed hybrid deep learning outper-
forms other methods.
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Accuracy
Global Method Local Patch-based Method

Hybrid Deep Learning 79.47 81.67

CNN: AlexNet 80.87 84.60

CNN: VGG-19 82.60 85.53

CNN: GoogLeNet 66.00 83.80

CNN: ResNet 69.67 85.87

Table 4.2: Comparison of CNN approach for RCM Image Classification. Using
pre-trained CNNs on the entire image in the global method either marginally improves or
reduces the accuracy. Using patch-based method, improves the overall accuracy.

Output
Class

OE 130 25 0 0 0 1
SC 14 67 17 5 0 0
SG 0 22 53 18 0 0
SS 2 1 20 146 37 0
SB 0 0 2 32 89 42
PD 6 0 0 1 33 737

OE SC SG SS SB PD
Input Class

Table 4.3: Confusion Matrix. Note that the mislabeling is between adjoining skin layers.
Also see examples in Figure 4.7.

Even though training a CNN from scratch using RCM images results in a poor classifi-

cation, using the pre-trained CNNs can improves the classification accuracy. In the global

method, where the entire RCM image is resized and used as CNN input, the accuracy

either marginally improves or reduces. As shown in Table 4.2, using AlexNet or VGG-

19, marginally improves the accuracy in comparison to the hybrid deep learning approach

(80.87% and 82% as compared to 79.47%). On the other hand, much deeper networks:

GoogleNet and ResNet have reduced accuracy (66% and 69.97%). In the local patch-based

method, training is done on random patches from training images and the label of the test

image is assigned by a maximum vote of 50 random patches. Using this method, we ob-

serve that using pre-trained CNNs results in better acuuracy as compared to the hybrid

deep learning approach. ResNet gives the best accuracy (85.87%), followed by VGG-19

(85.53%).

In most stacks, the mislabeling is observed between adjoining layers as the images tran-

sition from one skin layer to another. Table 4.3 shows the confusion matrix for all the test
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Figure 4.6: Example of RCM test stack labeling. This test stack has 100 RCM images.
Each image, represented by a dot, is labeled as one of the skin layers by human (blue dots)
and our algorithm (red dots). Note that the mislabeling is between adjoining skin layers.
Also see examples in Figure 4.7.

Accuracy
Global Method Local Patch-based Method

Hybrid Deep Learning 83.40 85.93

CNN: AlexNet 84.87 88.87

CNN: VGG-19 86.47 89.20

CNN: GoogLeNet 68.87 88.00

CNN: ResNet 72.07 89.87

Table 4.4: Classification accuracy by ignoring mislabeling at the transition re-
gions.

stacks. Figure 4.7 shows examples of mislabeled images in the first column. The correctly

labeled images are shown in the second and third columns. Figure 4.7(a) was labeled as SC

by the algorithm but as OE by the human expert. Figures 4.7(b) and (c) show examples

correctly labeled by the algorithm as SC and OE, respectively. Such transitions may be

ambiguous to a clinical expert as well. Table 4.4 shows the classification accuracy by al-

lowing mislabeling at the ambiguous transition regions. Patch-based CNN approach using

ResNet gives the best accuracy (89.87%), followed by VGG-19 (89.20%).
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 4.7: Examples of mislabeled RCM images. Ambiguity of appearance in transi-
tion regions between skin layers. First Column: Examples of mislabeled images. (a) Human
label:OE, Automated label:SC. (d) Human label:SC, Automated label:SS. (g) Human la-
bel:SS, Automated label:SB. Second Column: Correctly labeled: (b) SC (e) SS (h) SB.
Third Column: Correctly labeled: (c) OE (f) SC (i) SS.
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4.4 Conclusions

In this chapter we introduce a hybrid deep learning approach for automatically labeling

RCM skin images. Texton-based features are obtained using a fixed multi-resolution, multi-

orientation filter bank to train a deep neural network. We compare our method with a suite

of texture recognition methods and show that it outperforms the state-of-the-art with a test

accuracy of 81.73%. We demonstrate that smaller training datasets are insufficient for CNN

training and feature extraction is essential in such cases. Using patch-based approach and

pre-trained CNNs for feature extraction, we achieve the classification accuracy of 85.53%.

Furthermore, we highlight the ambiguity in labeling at transition regions and achieve 89.87%

accuracy by allowing mislabeling at the transition regions.
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Chapter 5

Conclusions and Future Work

In this dissertation, we propose deep learning based approaches to address different prob-

lems in the field of dermatology. In Chapter 2, we presented an approach using convolutional

neural network for texture transfer between facial images (FcaeTex) to visualize the effects

of aging, dun exposure or skin treatments. We introduce regularizations and network losses

that can preserve the identity of a person while transferring texture from another person’s

face. Besides the qualitative visual evaluation, we also proposed two measures of quan-

titative evaluation: landmark error and texture similarity. We compare our results with

state-of-the-art methods and demonstrate better identity-preserving texture transfer.

In Chapter 3, we propose methods to link skin microbiome and skin appearance. Mea-

suring skin microbiome through sequencing is time consuming whereas skin appearance can

be instantaneously captured. We present a computational appearance model for images

in ultraviolet and fluorescence modalities. The intersection of appearance and microbiome

clusters reveals three interesting cases where microbiome clusters can be predicted from the

appearance clusters with high probabilities. We also propose appearance-driven multiview

co-clustering to discover associations of microbiome and appearance. In these experiments,

our dataset is limited to 48 subjects. By increasing the sample size in the dataset and

applying advanced techniques, this work has potential to make more scientific discoveries.

In Chapter 4, we propose a hybrid deep learning approach as well as a patch-based

CNN approach to classify microscopic skin images and measure thickness of skin layers.

We achieve classification accuracy of 85.53% and highlight the errors at transition regions.

By ignoring the transition regions, we achieve 89.87% classification accuracy. In this work,

we have image labels only from a single expert. Also, our dataset had 1500 RCM images.

Collecting more data and getting it labeled from more than one expert can lead to further
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improvements in classification accuracy and better insights about labeling variability.

Deep learning methods proposed in this research can be extended to several other derma-

tology applications. In Chapter 4, we used hybrid deep learning and CNNs for classification

of microscopic skin images. CNNs have also been used for classification of skin cancers

from macroscopic images [45]. In future work, these techniques can also be extended for

fine-grained classification of skin diseases, such as acne severity. Furthermore, CNNs can

also localize skin features using the labeled data [41, 144]. This will essentially enable the

network architecture to computationally “see” what dermatologists see and get insights on

why an image belongs to a certain category. An interesting application of this work can be

to train the dermatologists, who are just starting their career.

Artificial intelligence (AI) has led to a boom in virtual assistants and recommender sys-

tems in the last decade. These AI tools recommend new products to a user based on his/her

past product history and choices made by similar users. Similar skin assistants have been

designed to analyze skin and recommend essential products [1] for maintaining a healthy

skin and prevent it from damage due to environmental factors. In future, the existing skin

product recommender systems can be improved and quantitatively evaluated. Deep learning

methods have also been used for super-resolution methods, where a high-resolution image

is obtained from a low-resolution image [37, 109]. These methods can be used to obtaining

high-resolution images for skin analysis. Since skin datasets are unique and many times

limited in quantity, it is also worth exploring generative adversarial networks to generate

artificial skin datasets.

Deep learning has led to remarkable progress in several artificial intelligence applications.

Quantitative dermatology can leverage from these methods to assist dermatologists and gain

a better understanding of skin.
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Appendix A

LM Filter Bank

Figure A.1: LM Filter Bank [113] is comprised of 48 filters. These filters include 36 first
and second order derivative of Gaussain filters (6 orientations, 3 scales each), 8 Laplacian
of Gaussain filters and 4 Gaussian filters.
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Appendix B

AMCO: FLUO and UV datasets

Figure B.1: AMCO: appearance(FLUO)-microbiome. The data in secondary (microbiome)
space (projected to 3D for visualization). The appearance clusters in FLUO modality group
together in secondary space after AMCO (each color represents an appearance cluster).
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Figure B.2: AMCO: appearance(UV)-microbiome. The data in secondary (microbiome)
space (projected to 3D for visualization). The appearance clusters in UV modality group
together in secondary space after AMCO (each color represents an appearance cluster).
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Appendix C

AMCO: animals with attributes dataset

Figure C.1: Animal with attributes dataset: before AMCO. The data in secondary (at-
tribute) space (projected to 3D for visualization). The appearance clusters do not group
together in secondary space (each color represents an appearance cluster).
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Figure C.2: Animal with attributes dataset: after AMCO. The data in secondary (attribute)
space (projected to 3D for visualization). The appearance clusters are visually distinguish-
able in secondary space after AMCO (each color represents an appearance cluster).
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[71] Samuel Hames, Marco Ardigò, H Peter Soyer, Andrew P Bradley, and Tarl W Prow.
Automated segmentation of skin strata in reflectance confocal microscopy depth
stacks. bioRxiv, page 022137, 2015.

[72] Samuel C Hames, Marco Ardigo, H Peter Soyer, Andrew P Bradley, and Tarl W Prow.
Anatomical skin segmentation in reflectance confocal microscopy with weak labels. In
Digital Image Computing: Techniques and Applications (DICTA), 2015 International
Conference on, pages 1–8. IEEE, 2015.

[73] Byungkwan Han, Byungjo Jung, J. Stuart Nelson, and Eung-Ho Choi. Analysis
of facial sebum distribution using a digital fluorescent imaging system. Journal of
Biomedical Optics, 12(1):014006–014006–6, 2007.

[74] Kaiming He, Xiangyu Zhang, Shaoqing Ren, and Jian Sun. Delving deep into recti-
fiers: Surpassing human-level performance on imagenet classification. In Proceedings
of the IEEE international conference on computer vision, pages 1026–1034, 2015.

[75] Kaiming He, Xiangyu Zhang, Shaoqing Ren, and Jian Sun. Deep residual learning
for image recognition. In Proceedings of the IEEE Conference on Computer Vision
and Pattern Recognition, pages 770–778, 2016.

[76] David J Heeger and James R Bergen. Pyramid-based texture analysis/synthesis.
In Proceedings of the 22nd annual conference on Computer graphics and interactive
techniques, pages 229–238. ACM, 1995.

[77] Viday A Heffner, Valerie B Lyon, David C Brousseau, Kristin E Holland, and Kenneth
Yen. Store-and-forward teledermatology versus in-person visits: a comparison in
pediatric teledermatology clinic. Journal of the American Academy of Dermatology,
60(6):956–961, 2009.

[78] Rainer Hofmann-Wellenhof, Giovanni Pellacani, Joseph Malvehy, and H Peter Soyer.
Reflectance confocal microscopy for skin diseases. Springer Science & Business Media,
2012.



www.manaraa.com

96

[79] Steven L. Jacques, Jessica C. Ramella-Roman, and Ken Lee. Imaging skin pathology
with polarized light. Journal of Biomedical Optics, 7(3):329–340, 2002.

[80] William D James, Dirk Elston, and Timothy Berger. Andrew’s Diseases of the Skin
E-Book: Clinical Dermatology. Elsevier Health Sciences, 2011.

[81] Sanford James A. and Gallo Richard L. Review: Functions of the skin microbiota in
health and disease. Seminars in Immunology, 25(Microbiota and the immune system,
an amazing mutualism forged by co-evolution):370 – 377, 2013.

[82] Justin Johnson. neural-style. https://github.com/jcjohnson/neural-style, 2015.

[83] Justin Johnson, Alexandre Alahi, and Li Fei-Fei. Perceptual losses for real-time style
transfer and super-resolution. In European Conference on Computer Vision, 2016.

[84] S. Jones and Ling Shao. Unsupervised spectral dual assignment clustering of human
actions in context. In Computer Vision and Pattern Recognition (CVPR), 2014 IEEE
Conference on, pages 604–611, June 2014.

[85] Bela Julesz. Textons, the elements of texture perception, and their interactions.
Nature, 290(5802):91–97, 1981.

[86] Byungjo Jung, Bernard Choi, Anthony J. Durkin, Kristen M. Kelly, and J. Stu-
art Nelson. Characterization of port wine stain skin erythema and melanin content
using cross-polarized diffuse reflectance imaging. Lasers in Surgery and Medicine,
34(2):174–181, 2004.

[87] Chante Karimkhani, Robert P Dellavalle, Luc E Coffeng, Carsten Flohr, Roderick J
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